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Abstract. This project investigated how the human hippocampal-entorhinal 
formation supported landmark-based navigation and path integration, and how 
sensory noise affected spatial representations. Participants learned a target loca-
tion and judged relative positions of test locations to the target location. The us-
es of landmark cues and self-motion cues were dissociated, and cue reliability 
was manipulated separately for each cue. The results showed that in general the 
hippocampal-entorhinal formation was engaged in successful navigation. Multi-
voxel pattern analysis revealed that activation pattern of the anterior-lateral en-
torhinal cortex contained valid spatial information when reliable landmarks 
were used for navigation, in that representational dissimilarity in activation pat-
tern increased as the distance between locations increased. The anterior-lateral 
entorhinal cortex encoded reliability information for landmarks as well, in that 
its neural coding contained greater spatial information with reliable landmarks 
than unreliable landmarks. The posterior-medial entorhinal cortex, on the other 
hand, contained valid spatial information when self-motion cues were high in 
reliability. These findings lead to a new conceptualization of how the hippo-
campal-entorhinal formation supports sub-components of spatial navigation and 
advance the scientific understanding of how sensory noises influenced neural 
representations of spatial information. 

Keywords: navigation, landmark, path integration, hippocampus, entorhinal 
cortex, fMRI, multi-voxel pattern analysis. 



Bidirectional interactions between place-cells
and grid-cells in the vision- and self-motion

driven spatial representation model?
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Abstract. Hippocampal place cells and entorhinal grid cells are thought

to form a representation of space by integrating internal and external sen-

sory cues. Experimental studies show that di↵erent subsets of place cells

are controlled by vision, self-motion or a combination of both and that

there is a bidirectional interaction between grid cells and place cells. In

particular, while grid-cell representations are reset by visual input upon

entry to a familiar environment, self-motion input is su�cient for place

cells to fire. Moreover, under various type environmental manipulations

coherent changes in both grid- and place-cell activity patterns has been

observed. However, the computational nature of this bidirectional inter-

action remains unclear. In this work we present a neural network model

that receives visual and self-motion input to learn vision-based place cells

as well as self-motion driven place cells based on grid-cell input. A third

place-cell population is driven by both vision- and self-motion input and

forms a recurrent loop with the grid cell population. The model was

tested in light and dark experimental conditions, during environmental

manipulations and in double-room experiments, in which two visually

identical environments are connected by a corridor. It is shown that re-

ceptive fields of the model cells reproduce basic features of visual- and

self-motion based place cells. Dynamics of place- and grid-cell interaction

in double-room experiment is explored and experimental predictions are

formulated with respect to the changes in receptive fields of place cells

driven by vision, self-motion, or a combination of both.

Keywords: grid cells · place cells · self-motion · vision · Bidirectional
interactions.
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Biologically Inspired View-Based Navigation
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Abstract. Models for spatial navigation in biological systems have a long stand-
ing history of relying on scene familiarity and topology [1–3]. One of these con-
cepts, the view-graph model, states that an agent may record a chain of snapshots
when exploring its environment. This chain might later on guide the agent to fol-
low the same route again. Recognizing a view previously seen enables the chain
of snapshots to be linked up to a graph, so that a graph search allows to calcu-
late new routes between arbitrary nodes. Numerous implementations for robot
navigation have been realized [4–6], as well as human navigation was modeled
in the same vein, using a rather high-level interpretation of snapshots [7].

Navigation with discrete snapshots has been a matter of concern. It seems
legit for high-level navigation like in humans to select discrete views at sparse,
decisive locations and connect these views by the rule to follow an obvious route
(e.g. a street). Low-level view-graphs however usually span a grid of arbitrarily
chosen snapshot positions. It is not obvious how to choose where to record a
view in the first place, and there is a lack of evidence for the utilization of such
discrete way-points in studied animals. Tackling this problem, Baddeley et al.
[8] suggested that direction commands based on holistic scene familiarity can
explain route following of ants. In this model, a route is learned by labeling
Haar-features detected in a scene with the associated direction of movement.
The course of the route can later be reproduced by moving into the average
direction in which detected features are labeled.

In our model, we attempt to merge the continuous nature of navigation
based on motion-labeled features with a view-graph that allows to calculate new
and optimal routes between arbitrary positions. SURF-features [9] are treated
as micro-snapshots, embedded in a graph where edges are labeled with a di-
rection of movement. Measuring the similarity between detected features and
recorded snapshot-features as a function of the position of the agent yields view-
dependend activities comparable to place-fields. Motion labeled graph edges are
then recorded at the transition between overlapping place fields. Note that the
view dependency of place fields is in line with evidence from rodents [10] as well
as from primates, including humans [11, 12].

Routes are planned by graph search between all features detected in a current
view and all features recorded at a goal location. The agent then moves in a



2 T. Baumann et al.

consensus direction obtained from the several plannend routes. The model was
tested in a virtual environment of the inner city of Tübingen. Simulations run
in realtime and generally show good performance. The agent is able to always
find a reasonable route with distances which are on average no more than 20%
above optimum.
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Weak radiofrequency fields rather cancel than only 
modify the magnetic navigation of insects 
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It has been known for decades that broad range of animals, such as birds, fish, 
mammals and even insects, use geomagnetic field as a cue for navigation in 
space. Mechanism of reception is unknown but convincing evidences of so 
called radical-pair mechanism based on Cryptochrome protein have been 
shown. It also has been shown that magnetoreception was influenced by, even a 
remarkably weak anthropogenic (10000x weaker than Earth-strength magnetic 
field) radiofrequency (RF) fields and innate navigation was lost in several spe-
cies. The mechanism of RF impact is not very clear. We wandered if magneto-
reception mechanism is only modified, or completely cancelled by RF fields. 
May the background RF noise become a part of natural magnetic environment 
and may proper navigation still be achieved after some time of training by the 
animal? 

We developed a conditioning behavioral assay on firebug Pyrrhocoris apterus 
where rotation of magnetic field was followed by „punishment“ by a hot air 
stream during the training. In the test, if only magnetic field rotation was pre-
sented, the animals „freezed“ (decreased their activity) expecting unpleasant 
stimulus.  

Preliminary data suggest that insect magnetoreception is sensitive to Larmor 
frequency (1,4 MHz, 4nT) and that magnetoreception was completely canceled  
even if RF was presented all the time during the training and the test. Interes-
tingly, only males, not females, reacted successfully to magnetic stimulus.  

This work shows that the loss of animal navigation due to the anthropogenic 
RFs is likely not due to the transient modification of perception only but due to 
fundamental disruption of the Cryptochrome signaling. Considering the role of 
Cryptochromes in control of circadian rhythms, such a finding may not only be 
important for animal navigation but it may concern human health as well. 

Keywords: Magnetoreception, Conditioning, Insect. 
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Individual differences in spatial microgenesis appear similar in real-world 
and virtual environments, with some individuals integrating spatial information 
into a survey representation, or cognitive map, early in the learning process, 
while others fail to form a cognitive map at all [1, 2]. Though such studies spe-
cifically focus on learning and remembering the layout of a novel environment, 
are they also assessments of the mental representations of familiar, real world 
environments? That is, do individuals who are unable to create a cognitive map 
of a virtual environment also hold a weak cognitive map of their everyday, fa-
miliar environment? 

In the current study, 98 participants (48 females) explored the virtual envi-
ronment Silcton and searched for eight target buildings. Afterwards, they com-
pleted direction estimation and building arrangement tasks based on memory of 
the buildings’ locations. In addition, they provided 4 – 10 regularly-visited loca-
tions in their home city of London, ON and then estimated the directions be-
tween the four most-frequently-visited of these locations and also drew a sketch 
map. We predicted that accuracy would be greater for cognitive maps of the re-
al world than for Silcton, but that cognitive map accuracy in Silcton and the real 
world would be related. We were also interested in whether there were sex dif-
ferences in the pattern of results. 

As shown in Fig. 1, we found a significant Environment x Sex interaction for 
the direction estimation tasks. Simple main effects analyses confirmed that 
where males were more accurate on Silcton tasks than in the real world but fe-
males showed the opposite pattern. In addition, males and females did not differ 
on estimations of real world directions, but males were significantly better than 
females for directions based on Silcton. A similar pattern was also found for 
map creation. Finally, performance across the two environments was correlated 
for males on both direction estimation and map tasks but females showed only a 
weak correlation for the direction estimation tasks. It will be important to de-
termine how the novel and virtual aspects of laboratory tasks interact to affect 
performance, especially of females. 

Keywords: cognitive map, virtual reality 
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Fig. 1. Direction estimation error based on memory for the real world home environment and 
the Silcton virtual environment. Circles and triangles show individual scores. Error bars show 
standard error of the mean. Horizontal spread of individual scores is for clarity of presentation 
only. 
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Does Interest Influence Landmark Selection?
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Keywords: Landmarks · Personalisation · Interest.

In contrast to the prevalence of uniform points-of-interests given in digital
maps or tourist apps, research shows that travellers prefer their own landmarks
for orientation and wayfinding. Certain landmarks are more consciously per-
ceived than others while navigating. This results from the fact that attention
is guided by interests [7]. Thus, the personal interests of a pedestrian must be
considered for landmark identification [3]. Furthermore, landmarks matching the
traveller’s interests should be contained in wayfinding aids [6].

Landmarks have been researched intensively over the past decades (for an
overview see [8]). The role of personalisation and di↵erent landmarks for di↵erent
travellers has been of growing interest in the last years (i.e., [1] [2], [9]). Currently,
the salience models needed to di↵erentiate and to adjust landmarks to a person’s
interest are not available.

In [4] a multidimensional model that helps to select personal salient land-
marks is proposed. Specifically, authors take the existing landmark salience
model by [5] and add personal attributes. In this work, we extend the multi-
dimensional model for personalised landmarks to include the personal interests
of a traveller.

To test the extended model we will perform a study. The participants will
rate their interests in di↵erent topics and select landmarks from a pool of poten-
tial landmarks. We then predict landmark selection using a conventional model
without personal interests [5] and, in addition, using our model based on salience
calculations. We ask the following research questions: does a landmark salience
model considering personal interests predict more selected landmarks than a ’con-
ventional’ landmark salience model? And if so: are the di↵erences in the out-
comes of the models statistically significant? The results will help us to draw
conclusions if personal interests should be included in future landmark salience
models.
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Using Landmarks in Pedestrian Movement
Simulation
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In The Image of the City, Kevin Lynch [1] unearths the role played by specific
environmental features in assisting wayfinding processes: people decompose the
city in elements - landmarks, nodes, routes, edges and districts - that facilitate
the acquisition and organisation of spatial knowledge. In particular, landmarks
are elements that stand out from the environment and are used as point of
references [1].

The idea that landmarks may support navigation has become stronger in
the last 20 years: while local landmarks suggest what a walker should do at
a specific junction, distant landmarks organise the spatial knowledge and o↵er
confirmation to the explorer. To include landmarks in automatic navigation sys-
tems, several attempts to formalise the concept of landmark salience have risen.
Furthermore, researchers have advanced routing algorithms where landmarks are
incorporated in the computation of optimal paths.

Here a novel approach to landmark routing is advanced. Di↵erently from
previous research, the current work does not seek to formulate best path for
automatic route-description. The intent is to provide a tool for better under-
standing and simulating pedestrians movement.

A methodology for ranking buildings in a specific study area by cognitive
salience was devised, following Sorrows and Hirtle’s [2] approach: the global land-
markness of an edifice is viewed as the combination of visual, structural, prag-
matic and cultural components. Our e↵ort is focused on employing the salient
elements to adjust algorithms commonly used to represent humans route-choice
criteria, based on Euclidean distance or angular-change minimisation. Land-
marks cognitive functions are here formalised distinguishing on-route markers
and distant landmarks, and incorporated in a primal graph representation of
the street network. On-route markers are defined as landmark relevant at the
junction level. Their local score results from the combination of local salience
and advance 2d visibility (see Fig. 1 a) and b)). Nodes are weighted with the
highest landmark-local score at the junction, depending upon the direction of
movement. Additionally, each node is rewarded with a visibility score, computed
based on 3d sight lines (see Fig. 1 (c)), to include the role, so far neglected, of dis-
tant landmarks. These two components are used as additive inverse costs along
edges.
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Fig. 1. Local landmarks at a street junction, coloured by local salience before and after
2d visibility computation, and distant landmarks

In an ABM environment, agents route-choice criteria algorithms were manip-
ulated to compare patterns emerging from shortest Euclidean and least-angular
paths with the ones resulting from a combination of the first and the landmark
network weights. The central area of London was used as case-study. Di↵er-
ences in the most traversed street segments emerged: while some major roads
were used regardless the inclusion of landmarks in the algorithms, others were
completely avoided in the landmark condition. In the latter, agents tended to
choose routes featured by higher visibility, as along rivers or parks, as well as
minor roads featured by high local salience. Feature research will be dedicated
to validate the method with qualitative data.
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The effect of concurrent task load on the acquisition of 
local and global landmark knowledge 
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Abstract. Global landmarks can be defined as stable objects that can be perceived from 
many different locations within a large-scale environment. Previous research has 
demonstrated the benefits of attending to global landmarks for spatial knowledge ac-
quisition [6] and displaying distant off-screen landmarks on mobile map devices [7, 
9,11].  However, the relative (dis)advantages of global and local landmarks with respect 
to the integration of these landmarks into a common survey representation during nav-
igation are still unknown. Previous research has demonstrated that information pre-
sented simultaneously (rather than sequentially) is easier to encode and represent in 
working memory [1,2,5]. The present study transfers these findings from the basic ex-
perimental psychology literature to the domain of navigation through large-scale 
spaces. In one virtual reality experiment, we investigated whether the mental integra-
tion of highly visible global landmarks, which can often be viewed simultaneously, is 
more accurate than the mental integration of local landmarks, which are acquired se-
quentially over different views in working memory [3,4,8,10]. To investigate the extent 
to which the mental integration of global and local landmark configurations relies on 
working memory resources, we manipulated the mental workload of one group of par-
ticipants during navigation. 
Participants navigated predetermined routes in a large-scale virtual environment from 
an egocentric perspective. Their task was to navigate through cities with either local or 
global landmark configurations highlighted (Figure 1) and either with or without con-
current task demands. All participants were instructed to reach the destination as 
quickly as possible and learn the highlighted landmark configurations as accurately as 
possible. After each of two navigation trials, participants’ survey knowledge was as-
sessed with judgments of relative direction (JRDs). For the treatment group, concurrent 
task demands (i.e., a spatial tapping task) aimed to load the processing capacity of par-
ticipants’ working memory. We expected the low availability of working memory re-
sources in these participants to adversely affect survey knowledge acquisition. How-
ever, we expected the integration of global landmark configurations to be more resilient 
to this detrimental effect of the spatial tapping task on spatial knowledge acquisition. 
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Fig. 1. Screenshot of the same virtual city during the navigation phase with (a) showing a view-
point in the local condition and (b) showing the the same viewpoint in the global condition. In 
both conditions, there were 4 landmarks highlighted (only local or only global). 

Our preliminary results show that global landmarks were mentally integrated more ac-
curate than local landmark configurations. These findings support the empirical results 
from more applied studies that have shown orientation advantages after attention was 
guided to global landmarks. Also in accordance with our expectations, participant’s 
knowledge of landmark configurations was less accurate when acquiring knowledge 
under constant secondary task demands. These findings raise questions about the gen-
eralizability of empirical results which investigated spatial knowledge acquisition un-
der no concurrent task demands. Finally, we could not find stronger detrimental effects 
of multi-tasking stress on the acquisition of local as compared to global landmark con-
figurations.  
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Abstract. At their best, visualizations of data e↵ortlessly reveal the

true nature of information. Working memory consists of multiple mental

components that maintain a limited amount of information for a finite

period, and allow the viewer to engage attention in a controlled manner

to suppress automatic responses and maintain the most task-relevant

information. While many studies assert both that a critical purpose of

visualizing information is to reduce dependence on working memory and

that some visualization techniques minimize working memory demands,

few visualization studies test working memory directly. Researchers from

cognitive science have established widely used procedures for evaluating

working memory demands. However, surprisingly few studies in the field

of information visualization have employed these methodologies to assess

their claims about working memory reduction. The goal of this work is

to provide clear, practical, and empirically validated methods for eval-

uating working memory during visualization tasks. As a case study, we

present multiple methods for assessing working memory demands in a

visual-spatial aggregation task with geospatial data. The task consisted

of making relative average height judgments between various areas in

digital elevation maps. The digital elevation maps were continuously en-

coded with grey scale. Participants compared the average height of either

two or four regions in the maps. The manipulation of increased number

of regions to compare was intended to increase the working memory de-

mands of the task. In addition, we implemented a dual-task in which

participants remembered a string of numbers while performing the av-

erage height comparison task, and reported the remembered numbers

after each trial. We utilized pupillometry, reaction time, accuracy, and

individual di↵erences measures to demonstrate converging techniques for

evaluating how task di�culty increases demand on working memory in

the context of visualization decision making.

Keywords: visualization decision making · working memory · visual-
spatial aggregation · geospatial data
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Abstract. Several studies have shown that human and animal foraging move-
ments follow a Lévy flight [1]—a power law distribution comprising of many 
short path segments with increasingly rare longer movements, where the proba-
bility of observing a given path length is inversely proportional to the length, with 
an exponent near two: 
𝑃(𝑙𝑗) ~ 𝑙𝑗

−𝜇, where the length of step j is 𝑙𝑗, and the power law exponent µ is 
bounded, 1 <  𝜇 ≤ 3. 
 

Lévy flights maximize foraging efficiency under a set of simplifying assump-
tions, most notably that foraging is a memory-less search process and resources 
are sparsely and randomly distributed in an isotropic environment [2]. These as-
sumptions are useful for making the model tractable to analyze, but they do not 
hold true in natural mammalian foraging conditions. Foragers have memory and 
strategy, and environments are heterogeneous regarding movement costs, field of 
view, and resource distributions. Foraging theories should explain how these fac-
tors and processes give rise to Lévy flights, but collecting relevant data is often 
difficult in natural environments, and experimental manipulation is usually pro-
hibitive. 

The present study introduces a real-world foraging environment simulated in 
a 3D virtual environment to capture several critical factors in human foraging and 
make them amenable to experimental manipulation. A terrain patch from the 
foothills of the Himalayas was extracted from Google Earth and replicated into a 
Unity3D environment. The undulating landscape of the terrain simulates the het-
erogeneity that real-world foragers encounter in terms of their field of view and 
movement cost, the latter expressed as higher “energy” expenditure with the in-
crease in uphill slope, based on a prior study of human energy expenditure as a 
function of gradient [3].   

The items to find are ancient temples tagged through Google Earth that were 
historically used as waypoints and shelters for the nomadic tribes of the region 
as they would navigate across the Himalayas on foot. Individual players are po-
sitioned at a home-base and instructed to navigate through the terrain using six 
keys and find as many temples as possible. Efficient foraging in the virtual envi-
ronment requires navigational decisions that weigh climbing up to vantage points 
against energy expenditure in a realistic way, and require memory because for-
agers had to relocate the home base to report the found temples back to their 
hypothetical community.  
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Preliminary results were collected from twenty participants in an online ver-
sion of the game hosted through Amazon’s Mechanical Turk services. Results 
showed a consistent power law distribution for each participant in terms of path 
segment lengths in distance (Fig. 1), in time (Fig. 2), and energy expenditure (Fig. 
3). Subsequent analyses with much larger numbers of participants will examine 
foraging factors and strategies that correlate with greater foraging success, in-
cluding but not limited to power-law path segment analyses. This initial study 
may serve as the anchor for subsequent experiments in which environmental fac-
tors can be manipulated to study how foraging behaviors adapt, and the extent to 
which Lévy flights generalize across conditions.  

 

   
       Fig. 1. The length of path segments follows a power law, with an exponent of ~2. 

 

 
            Fig. 2. The time intervals of walking follow a power law, with an exponent of ~2. 
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       Fig. 3. The amount of energy expenditure follows a power law, with an exponent of ~1.5. 

 

References 

1. Viswanathan, G. M., Afanasyev, V., Buldyrev, S. V., Murphy, E. J., Prince, P. A., & Stanley, 
H. E. (1996). Lévy flight search patterns of wandering albatrosses. Nature, 381(6581), 413. 

2. Viswanathan, G. M., Buldyrev, S. V., Havlin, S., Da Luz, M. G. E., Raposo, E. P., & Stanley, 
H. E. (1999). Optimizing the success of random searches. Nature, 401(6756), 911. 

3. Minetti, A. E., Moia, C., Roi, G. S., Susta, D., & Ferretti, G. (2002). Energy cost of walking 
and running at extreme uphill and downhill slopes. Journal of applied physiology, 93(3), 
1039-1046. 
 



Spatial Memory and Smartphone Use: Navigation by 
People with Different Levels of Sense of Direction 

Masashi Sugimoto1[0000-0002-6040-8046], Noriko Nagata1[0000-0002-2037-1947],  
and Toru Ishikawa2  

1 Kwansei Gakuin University, Gakuien 2-1 Sanda Hyogo, Japan 
2 The University of Tokyo, Hongo 7-3-1 Bunkyo-ku Tokyo, Japan 

sugimoto.masashi@kwansei.ac.jp 

Recently, digital maps on a smartphone have been used widely, oftentimes more 
widely than paper maps. Smartphone maps provide the user with information about 
where they and their destinations are, and which route to take. These navigation func-
tions presumably allow the user to feel confident without the fear of getting lost. 
However, past studies pointed out that navigational assistance provided by 
smartphones, including GPS-based navigation tools, have a negative effect on the 
user’s spatial cognition. In particular, these studies showed that the use of navigation 
tools deteriorated the user’s spatial learning in terms of their memory for traveled 
routes. 

The present study examined how people with different levels of sense of direction 
use smartphone maps. In particular, it looked at possible differences in the use of (or 
interaction with) smartphone maps and their navigation functions depending on users’ 
sense of direction, and the relationships between the manner of interaction and users’ 
learning and behavior in the environment. 

Twenty-two students participated in a behavioral experiment of wayfinding and 
navigation. The participants were divided into two groups based on their scores on the 
Santa Barbara Sense-of-Direction scale: a good sense-of-direction (G-SOD) group (n 
= 8, MSBSOD = 4.3) and a poor sense-of-direction (P-SOD) group (n = 14, 
MSBSOD = 2.9). They participated in a real-world navigation task using a digital 
map shown on a smartphone, having been instructed to reach a predetermined destina-
tion (whose location was shown on the smartphone map) using any navigational func-
tion freely. During the navigation, their uses of the smartphone map (e.g., which func-
tions they used) and the routes that they took were recorded. After reaching the desti-
nation, they completed spatial tasks concerning the traveled route: distance estima-
tion, direction estimation, scene recognition, and map recall. 

Both groups showed nearly perfect performance on the navigation task. All partici-
pants reached the destination by themselves, and they self-assessed the difficulty of 
navigation as very low. In contrast, the two groups differed in the use of the 
smartphone map and the accuracy of spatial memory. While a majority of the G-SOD 
group did not use a navigation function (route directions) and chose their own routes 
to the destination, the P-SOD group tended to use the navigation function and fol-
lowed the route directed by the smartphone. Also, the manner in which they interacted 
with the smartphone map affected participants’ performances on some spatial tasks. 
The G-SOD group showed nearly perfect performance on map recall regardless of the 
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use of the navigation function, but the P-SOD group did worse when they used the 
function. 

These results indicate that people with differing levels of sense of direction use 
smartphone maps differently and the interaction with smartphone maps affects spatial 
memory. Participants in the P-SOD group are likely to rely on smartphone maps dur-
ing navigation due to their low wayfinding ability, and this reliance may cause them 
to passively follow directed routes, leaving the task of spatial thinking in navigation 
to the smartphone, somehow finding their way to the destination but having their 
spatial memory impaired. 
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Abstract. Since ancient times humans use maps as cognitive tools to visualize 
complex spaces. In the modern age maps are routinely used to help wayfinding 
and navigation in geo-space. Despite the long history of cartography, little is 
known about why and how maps help cognitive processes. To explore spatial 
cognition processes in geovisualization, especially map-based navigation in vir-
tual environment (VR) we established a Cognitive Cartography Lab, and de-
signed the Virtual Tourist experiments to study and better understand map use 
during navigation. In this paper we present preliminary results of our recent study 
that explored the use of a static, north-oriented city map during navigation in an 
interactive, 3D town. Participants explored the virtual environment and com-
pleted spatial tasks while their spatial behavior of subjects, their verbal reactions 
were recorded, and also eye tracking data from 62 participants was collected. The 
experiment was designed by a multidisciplinary research group, including stu-
dents and was supported by the Talent Support Grant of Eötvös Loránd Univer-
sity.  

Keywords: Spatial Cognition, Virtual Environment, Navigation, Cartography, 
Eye Tracking. 

1 Summary of methods 

In our research paradigm the participants sitting in a chair in front of a 21” LCD 
screen (with the resolution 1080 (horizontal) by 1920 (vertical) pixels). On the upper 
half of the vertically placed monitor they could see the 3D reconstruction of the fantasy 
town ‘Szegvár’. Below the interactive, virtual environment, in the lower part of the 
screen a static city map was presented. It was based on an old, instructional topograph-
ical map of an imaginary region (Major, 1963), and was designed in the style Google 
maps (Google 2018). A remote eyetracking device, placed under the screen, served to 
track and record eye movements during the navigation experiment.  

Adopting the concept of gamification, participants were first guided in the streets of 
the unknown town to explore its attractions. Next in the storyline they were given some 
free time and, standing in front of the cathedral at the main square (a salient landmark), 
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they were verbally instructed how to find the locations of different specialty stores in 
the town by remembering the verbal descriptions and, whenever it was needed, using 
the map. Clues in the spatial narrative included relevant directional (both geocentric 
and egocentric reference frame), landmark and/or beacon information.  

  
Fig. 1. The layout of the display of the VR experiment (left) and the probability diagram of the 

fixations of the participants in the three spatial learning groups on the town (right). 

The statistical analysis in progress includes general, linear mixed effects modelling 
of data for the proportion and frequency of map use (and spot) throughout the different 
target finding tasks; task order and gender are used as independent variables.  
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1 Extended Abstract

Much prior work in spatial cognition has taken an individual approach to the
study of wayfinding, isolating the planning and decision-making process of a
single person as the unit of study. This study expands our understanding of
navigation as it unfolds in a social context, as often occurs in real-world sce-
narios. Support has also been shown for a di↵erence in situated and prospective
planning, wherein participants often modify their route-following in situ [1]. I
investigate properties of both prospective route planning and situated navigation
by pairs of people (dyads) in an unfamiliar, real-world environment.

Participants collaborated on a task to both plan and execute a route be-
tween a given origin and destination point. In the planning phase of this study,
each dyad was given start and end points between which they had to devise
and agree upon a route to take. From coded interactions of these route planning
interactions, I employ a Conversation Analytic approach to propose explana-
tions for successful route planning [2, 3]. In the second part of the study, each
dyad was taken to the study site where they navigated together between those
same origin and destination points, while being video-recorded and GPS-tracked.
Participants were video-recorded by the researcher during both the planning
and navigation phases. Using this rich repository of video-recorded interaction
alongside collected data on participants’ navigational planning and execution, I
investigate strategies of social role-taking (such as leading and following), the
collaborative use of environmental cues and references, and the communication
of uncertainty in wayfinding.

This poster communicates preliminary findings from my study and invites
additional feedback on further analysis and next steps. I will present my analysis
of where and when dyads deviated from the route as previously planned, and a
summary of interactions recorded at critical decision points. Additionally, I sug-
gest where social role-taking between the participants during the route planning
and situated navigation phases either inhibited or supported successful naviga-
tion. This research agenda furthers our understanding of collaboration during
navigation, and additionally illuminates the impact of social roles on decision-
making and interaction in a wayfinding task.
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Abstract.  
 
Introduction 
Humans use background knowledge to efficiently navigate buildings. As historical-

ly grown European cities frequently share an underlying structure of their respective 
city centers, we tested in Experiment 1 whether European inhabitants have back-
ground knowledge about the structure of street layouts of cities. Particularly, we test-
ed how participants infer where particular buildings and places might typically be 
located. In Experiment 2, we tested if these inferences based on back-
ground knowledge guide actual navigation behavior.  

 
Experiment 1 

In Experiment 1, participants were asked to mark supposed positions of three 
buildings and places (an “ancient castle”, the main station, a gas station) on one out of 
four German city maps (maps of Krefeld, Aachen, Mainz, Radebeul). These 
maps depicted the street layout only. Furthermore, we asked participants to rate their 
confidence about their judgement. Results show that participants did not select the 
target location randomly. Especially for the castle’s location they agreed on a small 
number of typical locations in the maps of Krefeld and Radebeul. In particular, two 
target locations for the “ancient castle” were preferred on the map of Radebeul, which 
was used to construct a virtual city used in Experiment 2.   

 

Experiment 2 

In Experiment 2, we tested whether the background knowledge about urban struc-
tures as assessed in Experiment 1 guides actual navigation behavior. For that, we built 
a virtual city based on the city map of Radebeul. Another group of participants freely 
navigated the VE to find the ancient castle. During navigation, they were provided 
with a virtual version of the city map used in Experiment 1, depicting only the street 
layout. The castle was located either at the most likely location (as found in Experi-
ment 1) or at an alternative location. Even though the alternative location was closer 
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to the starting point and required the same number of turns to be approached, results 
revealed longer search times and longer trajectories in this condition.  

 

Discussion 

Participants inferred similar positions particularly for the castle, which in European 
cities often determined the historical development of the city and its structures. How-
ever, this effect was more apparent in smaller and less complex maps (Krefeld and 
Radebeul), while the other maps may have offered too many possibilities and geomet-
rically equivalent locations. To test actual navigation behavior, a virtual city based on 
the relatively small map of Radebeul was used. Despite that the alternative location 
was closer to the starting point (with respect to number of turns and distance), partici-
pants showed shorter trajectories and were faster in finding the castle if the castle was 
located at the typical place identified by participants of Experiment 1. This observa-
tion indicates that participants utilized common background knowledge about the 
cities’ structural layout to navigate to the target location.  
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Abstract. As a psychological construct, affordance generally refers to the 
meaning of an object in terms of meaning and function for the user [1]. More 
recently, the authors have suggested that the greater the affordance, the less cre-
ative fluency and use of spatial skills. In this paper, the authors considered how 
affordance as a cognitive construct in multiple spatial environments either en-
hance or impede cognitive development. The authors posit that greater af-
fordance provides more ease and speed for the learner, and thus possibly more 
experience with surface knowledge and less experience with deep knowledge 
and higher order thinking. It may be more beneficial to conceive of affordance 
as a more dynamic construct that is dependent on the context in which some-
thing occurs. 

The term affordance made its way into the research corpus of numerous relat-
ed disciplines, which include, but are not limited to, linguistics (particularly 
new language acquisition [2], cognitive science [3], sociology [4], and even 
fields in the natural sciences [5]. When considering spatial affordances, we of-
tentimes think of what the addition of a certain spatial feature offers the indi-
vidual. Thus, more affordance is often construed as a good thing because it is 
seen as applicable to provision of attributes for better living. 

Affordance is essential in characterizing and analyzing visuospatial construc-
tive play objects (henceforth, VCPOs), such as blocks, bricks, and planks used 
for building structures, because it allows the investigator to tap the individual’s 
uses and intentions for use of a particular object in question. 

In connection with spatial thinking and intelligence, it is important to clarify 
that the authors’ use of the term “affordance” is only tangentially associated to 
the Gibsonian position. That is, the definition of affordance that Gibson has 
presented clarifies the way we refer to objects in our everyday lives, including 
VCPOs. However, the authors challenge the putatively held position that the 
greater affordance an object possesses, the more it positively influences our 
way of life. The authors’ argument in using affordance for the purpose of study-
ing spatial thinking as it relates to multimodal contexts is to determine to what 
extent affordances of objects, in the present case, VCPOs, may influence levels 
of complexity of spatial thinking and reasoning.  

For the purpose of this paper, the authors call attention to how the diversity 
of affordance levels of VCPOs affects conceptual knowledge. The authors re-
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considered one meaning of affordance based on findings from children’s en-
gagement in activities involving VCPOs. Results from naturalistic observation 
in the constructive play environment suggest that the greater the affordance of a 
VCPO, the easier it is to use in construction, and therefore, the more it impedes 
creative processes, problem solving, spatial thinking, and cognitive develop-
ment in general. VCPOs with higher levels of affordance generally lead to more 
constraints on creativity-relevant aspects of performance. Thus, the authors 
proposed the existence of an inverse relationship between the level of af-
fordance of a particular VCPO and spatial-related cognitive skills. 

 
Word count: 485 
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Abstract. Psychological compatibility refers to effects on human response of the 
response-irrelevant information. For example color response performance is bet-
ter when a color-word (ex. “red”) is painted with the corresponding color (red) 
than with different color (green). This well-known Stroop effect can be called the 
stimulus-stimulus (S-S) compatibility effect. As another effect, the response, to 
color for example, is better when the stimulus appeared on one side (ex. left) 
should be manually responded with the same side (left) than when with the op-
posite side (right). This is the Simon effect, and is stimulus-response (S-R) com-
patibility. In the previous study we found that the two compatibility effects are 
clearly discriminated by introducing the Stimulus Onset Asynchrony (SOA) be-
tween the response-relevant and irrelevant properties (Kogure, 2015). That is, the 
S-S effect are highlighted at negative SOAs (the irrelevant property appears be-
fore the relevant property) in addition to zero SOA. The S-R effects, on the other 
side, are so at positive SOAs (the irrelevant after relevant). This difference can 
be explained that the S-R effect contain spatial processing to response whereas 
the S-S effect does not. In the present study we applied the SOA paradigm in 
compatibility experiment in exploring human processing of depth information to 
perceive three-dimensional space. In experiments the response-relevant property 
of color was assigned to the stimuli which also contained the response-irrelevant 
depth information defined by various depth cues. The stimuli were presented on 
the identical position in two-dimensional plane, while was suggested to be appear 
at nearer or further from observers by binocular disparity (Experiment 1), picto-
rial depth cues (Experiment 2), or words of “front” and “back” (Experiment 3). 
The observers responded to the color with two keys arranged so that one is near 
and another is far from themselves. Here, the SOAs between the color (response-
relevant) and depth information (irrelevant) properties are modified from -400 to 
+400 ms. The experiments are under progress now, however the data could sug-
gest how the depth cue information is processed to yield response via 3D percep-
tion. The depth cues employed here generate relatively clear depth impression. If 
some depth cues yield the similar pattern of results as the S-R effect, these cues 
can provide the spatial information to human directly to lead the corresponding 
manual spatial response. If other cues yield the S-S effect like pattern, they can 
provide weaker spatial information. Thus our study can discriminate various spa-
tial representations established with various depth cues. 
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Abstract. In mental rotation tasks, people show a remarkably different pattern of 
responses to hand stimuli compared to geometric 3D objects, but it remains a 
conundrum whether motor simulation (an automatic activation of the motor sys-
tem that guides the intended action) can account for these effects. Here, we con-
trasted two hypotheses: a) the Sensorimotor Recalibration Hypothesis, the match 
of the spatial representation of the felt hand (the hand making the response) and 
the seen hand (the image of a hand on the screen) as the motor system requires a 
consistent internal representation of body position, and b) the Multisensory Hand 
Binding Hypothesis, the match of spatial representation of hand of different sen-
sory modalities: visual representation of the seen hand and proprioceptive repre-
sentation of the felt hand. In this task, both left-handed and right-handed subjects 
performed a modified Shepard & Metzler task using pointer (hands in a pointing 
gesture) and palm hand stimuli. All hand stimuli were shown with the inside of 
the hand facing the viewer (palm-up). Given that people are expected to have 
better performance to their dominant hand stimuli because of their embodied ex-
perience, we can make two predictions. Under the Sensorimotor Recalibration 
Hypothesis, a match between the felt hand and the seen hand will improve per-
formance. Thus, left-handed subjects will have better performance on left hand 
stimuli than right hand stimuli and right-handed subjects will have better perfor-
mance on right hand stimuli. Under the Multisensory Hand Binding Hypothesis, 
a ‘wrong-hand effect’ will be expected, whereby the match of spatial configura-
tion (‘shape’) of the seen hand and the felt hand, is preferentially processed. The 
shape of a right palm-up hand on the screen resembles a left palm-down hand, 
and the felt hand in this task was in a palm-down position. Thus, this hypothesis 
predicts that right-handed subjects will have better performance on left hand 
stimuli than right hand stimuli and vice versa for left-handed subjects. We found 
a wrong hand effect when the stimuli were palms. This finding supports the hy-
pothesis that the integration of different sensory modalities, not motor simulation, 
is important for the mental rotation of hands. However, the ‘wrong hand effect’ 
was diluted when the stimuli were pointers. This pointer result raises the possi-
bility that the match of one’s own hand gesture and the gesture seen on the screen 
potentially facilitates motor simulation in the mental rotation of hands. In sum, 
this study reveals that the performance discrepancy between left-handers and 
right-handers for palms, but less so for pointers, demonstrates multisensory inte-
gration in the mental rotation of hands. 
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Abstract. Growth (versus fixed) mindset in navigation ability refers to a 
person’s implicit theories that their navigation ability can (or cannot) be 
improved. This study aims to investigate the relations between this mindset, 
self-reported sense of direction, everyday navigation behaviors, and people’s 
actual navigation abilities, including perspective-taking, constructing survey 
knowledge, and navigation efficiency. In Study 1, 123 (74 females and 49 
males) participants self-reported their growth or fixed mindset in navigation 
ability, dependence on GPS in everyday navigation, tendency to explore new 
places and self-evaluation of their “sense of direction” and spatial anxiety. The 
results indicated that people with a growth mindset are more likely to report a 
good sense of direction, feel less anxious during navigation, and are more likely 
to explore new places. They also have better performance in perspective-taking 
tests. People who report a good sense of direction are less likely to rely on GPS, 
whereas those with high anxiety during navigation are more likely to rely on 
GPS. In terms of gender differences, the results of perspective taking tests 
replicate the prior findings favoring males. In addition, females are more likely 
to report a poor sense of direction and high spatial anxiety, replicating previous 
research. Females are also less likely to explore new places or use new routes, 
and more likely to rely on GPS. In Study 2 (in progress) we are studying the 
relations between growth mindset, dependence on GPS, tendency to explore 
new places, and two measures of real-world navigation: ability to point to non-
visible landmarks in a familiar environment and ability to take shortcuts in 
navigating this environment. After being led on a specific “learning” route, 
participants are asked to take shortcuts from place to place (5 places in total). 
Experimenters track their routes using a GPS tracker on a tablet. At each place, 
participants are also asked to point to 5 non-visible places on the previous 
learning route. Pointing directions and angular errors are recorded and 
computed. Then participants return to the lab complete a computer-based 
imaginary pointing task. The performances on the real-world navigation tasks, 
computer-based imaginary pointing task and perspective-taking tests will be 
combined to indicate participants’ individual differences in navigation ability 
and these will be related to measures of mindset about navigation and 
navigation preferences. The results of this study will be reported at the 
conference. These studies inform questions of how navigation ability can be 
improved and suggest that changing people’s mindset about navigation ability 
might be a preliminary step in a training program. 
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Collaborative vs Individual Problem Solving 
Adamantini Hatzipanayioti, Marcel Bechtold, Betty Mohler, Heinrich H. Buelthoff, Tobias 
Meilinger 
 
In everyday life we come across numerous problem solving situations that we either resolve 
alone or in collaboration with another person.  The aim of the present study was to examine the 
underlying cognitive mechanisms that are involved in collaborative problem solving using 
virtual reality technology. Participants worked either individually or in pairs (collaborative 
condition) to solve a virtual rubik’s cube type puzzle task. The puzzle-task included 9 cubes 
with different colours on different sides and a solution space with 4 empty cube positions. 
Participants were instructed to choose the correct cubes among the distractor ones and arrange 
them within the solution space such that each side of the solution space displayed a single 
color. In the collaborative condition participants stood opposite to each other, allowing for 
communication, and each person was represented within the virtual world by a virtual head and 
a virtual controller. Results showed that participants were faster in solving the task when they 
were working in pairs compared to individually. Moreover, they employed a strategy of 
dividing the cube space according to their physical position in space. Our conjecture is that 
pairs, given their location in space, had access to all relevant information of the problem at a 
single point in time, compared to individuals. That is, together they could view all sides and all 
colors of the cube space, whereas individuals had to remember the color of cubes that were not 
visible from their perspective (i.e. the back side of the solution space).In this interpretation 
access from multiple perspectives at once, as in the collaborative condition allows for better 
problem solving. In a follow up experiment, we are currently testing whether collaborative 
problem solving from adjacent problem solvers is similar to individual performance.  
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Abstract. Body Representation (BR) and Movement Space Perception (MSP) are fundamental 
for human beings in order to move in space and interact with objects and other people. Both BR 
and space representation change after spinal cord injuries in complete paraplegic individuals 
(CPP), who suffer from lower limbs paralysis and anesthesia. 
To date, the interaction between BR and MSP in paraplegic individuals remains unexplored. 
In two consecutive experiments, we tested  I) if the individual’s wheelchair is embodied in BR; 
and ii) if the embodied wheelchair modifies the MSP. 
For the first question a speeded detection task was used. Participants had to respond to visual 
stimuli flashing on their trunk, legs or  wheelchair. In three counterbalanced conditions across 
participant, they took part to the experiment while: 1) sitting in their wheelchair, 2) in another 
wheelchair, or 3) with the LEDs on a wooden bar. To indicate the embodiment, there was no 
difference in the CPP’s responses for LEDs on the body and personal wheelchair while these 
were slower in  other conditions After this, while sitting in their or another wheelchair, CPPs 
were asked to judge the slope of a ramp rendered in immersive virtual reality and to estimate 
the distance of a flag positioned over the ramp. When on their own wheelchair, CPPs perceived 
the flag closer than in the other wheelchair. 
These results indicate that the continuous use of a tool induces  embodiment and that this im-
pact on the perception of MSP. 

Keywords: body representation; tool embodiment; movement space perception; 
extrapersonal space; wheelchair embodiment; spinal cord injury; 
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Abstract. As Alzheimer’s disease (AD) is increasingly gaining recognition as a health-and 
social-care priority, lengthy non- and minimally symptomatic stages of AD are explored as 
opportunities for disease modifying interventions. These early stages are generally regard-
ed through a dual perspective: 1) identification of markers predictive to AD-related neuro-
degeneration at early and minimally symptomatic stages; 2) investigation of the mecha-
nisms allowing patients to maintain healthy-level performance during these minimally 
symptomatic stages. 

In the current work we drew from both perspectives, as well as from our own previous 
findings (Peters-Founshtein et al, 2018, Peer et al, 2015), to establish a comprehensive 
experimental design incorporating multiple neuroimaging modalities as well as a previous-
ly validated orientation paradigm in the domains of space, time and person. Specifically, 
subjects across the AD spectrum performed the orientation task while undergoing func-
tional magnetic resonance imaging (fMRI), followed by a set of extensive structural MRI, 
and metabolic positron emission tomography (PET) sequences.  

Examination of a set of parietal and medial temporal regions, preferentially recruited by 
the orientation task, revealed that the accumulation of pathological neuroimaging markers 
(glucose hypometabolism, cortical atrophy) correlated to the clinical severity of AD, while 
the orientation-evoked fMRI signal exhibited an increase in a set of non-demented yet 
cognitively compromised patients with mild cognitive impairment (MCI), followed by a 
stark decline in activity in patients with fulminant AD. Interestingly, orientation perfor-
mance, while highly disturbed in ADs, was only mildly compromised in MCIs, Leading us 
to consider the up-regulation in brain activity as a compensatory mechanism that allows 
patients to maintain orientation performance on a similar to control level. 

In the context of recently published works, these results suggest that while up-
regulation of activity allows patients at early stages of AD-related neurodegeneration to 
maintain control-level performance, it is potentially a part of the Alzheimer’s pathological 
cascade rather than merely its result. 

Keywords: Alzheimer’s disease, Orientation, MCI, PET, MRI, fMRI 
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1 Introduction 

To memorize a path and then be able to retrace its steps in a new environment, one of 
the strategies consists in memorizing a succession of landmarks associated with a given 
direction. It has been shown that Alzheimer's disease (AD) leads to a deficit in route 
memory, from the early stage of the disease [1-2]. However, health care facilities in 
which the studies are generally conducted have been described as poor in terms of land-
marks and may thus increase disorientation. 

The purpose of this comparative study was to assess the structuring effect of the 
elements of a real environment, rich in landmarks, on route learning (forward and return 
trips), in a population of AD and healthy control (HC) subjects. 

2 Methodology  

Thirty subjects at mild to moderate stage of the disease and 30 matched HC underwent 
route learning: after 1 learning route (forward trip), they were asked to reproduce it in 
the same direction 2 times, then a third time in the opposite direction (return trip). The 
task was carried out in the healing garden "art, memory and life" of the CHRU of 
Nancy, designed to contribute among others, to mitigate spatial disorientation [3]. 
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3 Results  

As expected, subjects with AD committed significantly more errors than the HC, re-
gardless of the trip. However, contrary to the literature data, the AD subjects did not 
make more mistakes in the return trip than in the forward trip, which is a more complex 
task [4-5]. 

In addition, the analysis of the location of the errors along the route showed that they 
were not located in the same areas of the route in forward and return trips. According 
to the qualitative analyzes, the salience of the elements of the environment but also their 
"perceived affordance" [6] (their possibilities of action) have influenced the directional 
choices and this in a different way according to the trip (forward-return) and the group 
(AD-HC).  

4 Discussion  

After several trials, the subjects with Alzheimer have thus acquired some knowledge of 
the "route" type. The nature of the environment, rich in landmarks, seemed to favor this 
acquisition. 

To reproduce a route requires, at least, memorizing a direction associated with a 
given place / landmark. This association was favored by the "perceived affordance" of 
the elements which depended on: 1) the point of view of the subject and thus, varied 
according to the direction of the trip: backward/return; 2) cognitive control abilities, 
and so, varied by group: HC/AD. 

This study shows that the elements of the environment have a structuring effect on 
learning performance that is not absolute but relative to these 2 factors: direction of the 
trip and the cognitive control abilities of the subjects. 
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Poster Abstract 
Any city can be represented as a street network overlayed with various activi-
ties distributed within. Urban activities are origins and destinations of people’s 
travel in the city; navigation between activity locations lies at the heart of our 
cities and social milieu. 
Open space between buildings within the street network can be seen as a syn-
tactic element of the city, while activities carry semantic and pragmatic infor-
mation. (Semantic information refers to the meaning conveyed by an urban fea-
ture while pragmatic information refers to the action it incites). It is known that 
topological structure of the street network influences wayfinding (Javadi et al., 
2017). However, it remains unclear how and when people process semantics of 
urban locations. In this poster we lay out our ongoing investigation into the ef-
fects of semantic and pragmatic information on urban navigation. We develop a 
cognitive-architectural description of urban space to assess potential relations 
between urban meanings and human spatial behaviour.  First, we encode two 
main elements of urban environments - street network and activity locations - 
by a mathematical graph, using their mutual visibility (Natapov et al., 2013). 
Then, based on this mapping, we systematically modify these environments to 
create variant semantic readings by rendering semantic and pragmatic content 
variable in an identical street structure. A behavioural experiment in virtual re-
ality takes place: individuals are exposed to visual stimuli that convey varying 
semantics and their route decisions are recorded.  Results of this study will help 
to understand how people interpret urban semantic and pragmatic information. 
In a long term such understanding will assist to planners, architects, and stake-
holders in the design for user friendly built environment. 
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Research has discovered that quantity, time and valence are often conceptualised along horizontal and 
vertical axes [3, 5, 8, 11]. However, there are mixed results concerning which axis is preferred for which 
type of conceptual domain [1, 4, 10]. For instance, it has been suggested that the vertical axis is preferred 
for quantity in tasks using linguistic stimuli (e.g., ‘more’, ‘less’), whereas numerals (e.g., ‘1’, ‘2’, ‘3’) 
may be more prone to horizontal conceptualisation [2, 6-7, 11]. Moreover, evidence suggests that these 
axes are compatible with each other, and so may become co-activated [9]. In this study, we used a task 
with free response options based on the methodology employed by Tversky and colleagues [8] to see 
where participants would place quantity words (‘most’, ‘more’, ‘less’, ‘least’), numerals (‘2’, ‘4’, ‘7’, 
‘9’), time words (‘past’, ‘future’, ‘earliest’, ‘earlier’, ‘later’, ‘latest’) and valence words (‘best’, ‘better’, 
‘worse’, ‘worst’) on a piece of paper. We found that for quantity words, the vertical axis was preferred; 
whereas for numerals, participants preferred the horizontal axis. For time, participants preferred the 
horizontal axis; whereas for valence, they preferred the vertical axis.  
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Abstract. Some words refer to objects with typical localization in vertical space 
(e.g., sun or bird are up-words; grass or shoe are down-words). A number of ex-
perimental studies revealed an automatic and unconscious activation of this spa-
tial semantics during language processing (Dudschig et al., 2012, 2013; Estes et 
al., 2008; Tsaregorodtseva & Miklashevsky, 2015), suggesting spatial localiza-
tion to be an important semantic feature. However, there are no studies system-
atically describing this feature for a reasonable sample of linguistic units. 
In the present study, vertical spatial semantics was collected for 506 Russian 
nouns by using 7-point Likert scale (1 – the lowest position, 7 – the highest; with 
the order counterbalanced for the half of the participants). Importantly, data for 
both concrete (e.g., eatable plants, animals, tools, transport, sounds) and abstract 
(e.g., actions and processes, emotions, mental states) 16 sematic categories were 
collected.  
The analysis revealed that concrete concepts in average are localized lower in 
space than abstract ones (p< .001). In line with abstract concepts, names of 
sounds also are “located” significantly higher than names of tools, food or names 
of landscape elements and surfaces. Differences also were found within the group 
of abstract concepts: mental states ale “located” higher than actions and pro-
cesses. Within the group of emotions, a positive correlation was found between 
the level of positivity of the emotion and the “height” of its location, thus sup-
porting previous findings from conceptual metaphor theory (“good is up, bad is 
down”) and experimental studies (Taylor et al., 2015). 
These results are discussed in context of embodied cognition theories, including 
conceptual metaphor theory, mental simulation theory, Words As social Tools 
(WAT, Borghi & Binkofski, 2014) and cultural representation of a body scheme. 

Keywords: Spatial Semantics, Embodied Cognition, Rating Study, Abstract 
Words, Concrete Words. 
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Humans perform a wide range of everyday activities (e.g., preparing a meal,
setting the table) frequently, with ease, and often without thinking, although
everyday activities require a complex set of abilities and mechanisms to be com-
pleted successfully. One major aspect of successful performance of everyday ac-
tivities is the order in which actions are performed. To be successful the action
order has to satisfy a number of constraints that may arise, for example, from
the current task’s goals. While much previous research on everyday activities
has focused on how sequences of actions are controlled to satisfy such sequenc-
ing constraints, research has so far devoted little attention to (parts of) action
sequences that are not subject to sequencing constraints essential for task suc-
cess.

For many everyday activities, performing certain actions is crucial, but the
order in which actions are performed is not. When setting the table, for exam-
ple, any order of putting the required items on the table will be fine as long
as all necessary items are on the table eventually. Despite the commonality of
weakly constrained sequence in everyday activities, little is known about how hu-
mans deal with such sequences: Do humans treat these sequence as completely
arbitrary in the sense that each possible sequence is acted upon with equal prob-
ability? Do humans consider all possible sequences and then decide for one of
these? If yes, what factors are considered during decision making. If not, what
determines the sequence that humans eventually employ?

In this contribution, we argue that humans do not order weakly constrained
actions arbitrarily, but exhibit systematic patterns of orderings, which we term
ordering preferences. Specifically, we argue that the task environments spatial
layout and its mental representation are key factors in determining such prefer-
ences.

We introduce the concept of preferences and review existing evidence that
supports the assumption that human behavior and cognition is governed by
preferences both generally and, in particular, with respect to everyday activities.
In addition, we highlight three lines of research, which suggest that the spatial
state of a↵airs and its mental representation give rise to action order preferences
in weakly constrained sequences: (i) Intelligent use of space; (ii) Representation
and reasoning preferences; and (iii) Regionalized representations of space.
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As an initial empirical assessment of this idea, we collected data from a single
participant, who was naive with respect to the purpose of the experiment, repeat-
edly performing the everyday task of setting the table for breakfast. In a kitchen
VR environment, the participant set the table for a breakfast of cereals and a
glass of juice 39 times. Analyses of the observed action sequences revealed that
their ordering was highly systematic showing clear spatial preferences. Specifi-
cally, the observed preferences seem to be based on a regionalization of space
and the distances between the regions.

Spatial preferences appear to play an important role in structuring human
everyday activity. The preferences we observed give rise to an e�cient ordering
of actions, when actions could be ordered arbitrarily with respect to task success.
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Most research investigating spatial cognition has focused on spatial infor-

mation conveyed through vision. Accordingly, little is known about (a) how to

precisely present spatial information auditorily and (b) how auditorily presented

spatial information is represented and processed in the human mind. Addressing

these issues not only helps shedding further light on human spatial cognition,

but also has the potential to complement or replace visuo-spatial information in

domains where this may be desirable (e.g., in minimally-invasive surgery or in

piloting).

Against this background, the aim of our work was to develop an auditory dis-

play that allows presenting arbitrary locations in two-dimensional space. A major

di�culty in devising such a display is to identify physical sound characteristics

that allow mapping the two orthogonal dimensions of space onto perceptually

orthogonal sound features. Finding such characteristics is di�cult, because phys-

ically independent aspects of sound may interact perceptually. For example, the

perception of the loudness of a pure tone does not only depend on the volume

level at which it is presented, but also on its frequency (e.g., a tone around 4

kHz sounds much louder than a tone around 16 kHz when presented at the same

volume level of 60 dBSPL). When representing the two orthogonal spatial dimen-

sions auditorily such perceptual interactions have to be taken into account to

achieve an accurate and precise mapping of space.

Based on an in-depth psychoacoustics review, we implemented an auditory

display that allows presenting locations in 2D space. This display presents space

as organized by a horizontal and a perpendicular vertical axis. The horizontal

axis is mapped onto a Shepard tone cycle (i.e., a tone that gives the percep-

tual impression of ever rising/falling pitch). If the displayed location is to the

left/right of the users current position, the tone is falling/rising. The speed with

which the tone’s pitch changes indicates distance from the target. The vertical

axis is mapped onto beating (loudness fluctuation) and roughness. If the user

is below the target, the tone has a beating such that the beating gets quicker

the farther the user is from the target. If the user is above the target, the tone

becomes rougher and rougher with increasing distance.

We evaluated the auditory display in an experiment (N=18) comparing the

performance in moving a mouse cursor to 20 invisible target locations employing

the auditory display to moving the cursor to the same 20 targets presented

visually on a rotated screen. Despite the short familiarization with our display

(30 Min.), participants found the targets based on auditory information more
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slowly, but as accurately and as directly (length of trajectories) as in the visual

condition.

Consequently, our display allows accurately conveying spatial information by

sound. As such it constitutes an innovative way to (a) further investigate the

nature of human spatial cognition and (b) support spatial cognition by comple-

menting or replacing visual spatial information.
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The co-occurrence of linguistic expressions with patterns from other modalities, espe-
cially gesture, is producing very important insights into the interplay between spatial 
cognition and language production (McNeill, 2000). However, quantitative studies of 
gesture co-occurring with specific linguistic expressions are practically non-existent, 
since it is hard to obtain a large sample of authentic utterances of the same linguistic 
expression. 

To bridge this gap, we extracted our data from NewsScape, a dataset of television 
broadcasts from over 50 networks, with around 400,000 hours of video and totaling 
2.5 billion words of aligned closed-captioning in 17 languages. NewsScape is devel-
oped by the Red Hen Lab, an international research consortium (Steen et al., 2018). 
The search tools for NewsScape’s vast repository of subtitles (Uhrig, 2018) render 
hits in the shape of video clips where a speaker is uttering the linguistic structures 
searched, thus allowing for the examination of the multimodal information accompa-
nying the production of specific utterances. 

To study how time phrases are associated to gestural patterns (Casasanto & Jasmin, 
2012; Núñez et al., 2012; Núñez & Sweetser, 2006; Walker & Cooperrider, 2015), we 
examined over 8000 video clips with four types of time expressions in English (as 
classified by Núñez & Cooperrider, 2013): sequential (e.g., earlier/later than), deictic 
(back in those days, in the distant future), and demarcative (from beginning to end). 
Most cases included gesture directly linked to the semantics of the time expression. 
We also examined the correlation between sagittal, lateral, or vertical gesture and the 
types of time expressions, as well as the congruity between the spatial information 
provided by language and gesture. 

The high frequency of co-occurrence between verbal and gestural patterns and the 
nuanced semantic connections found suggest: a) that some kind of spatial simulation 
or mental imagery, which might be acquired alongside a particular linguistic structure, 
plays an essential role in the construction of the temporal meaning, b) that time mean-
ings are adjusted according to context and goals, with spatial knowledge not directly 
projected on a target time concept but rather selected and adapted to fit the specific 
purposes of the situation at hand, and c) that a transfer or grounding model positing 
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fixed, unidirectional projections from spatial to non-spatial concepts cannot account 
for the complexity of the data: a hybrid, non-unidirectional model is required, which 
should include integration, a network of input concepts, including spatial and non-
spatial knowledge, and emergence of ad-hoc meanings (Fauconnier and Turner, 
2008). 
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Mental rotation below age 4: Evidence from a new 
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Abstract. Recent evidence has suggested that infants are able to differentiate ob-
jects from their mirror images in different orientations, suggesting an early onset 
of mental rotation abilities. On the other hand, many children at the age of about 
4 to 5 years seem to have major difficulties with mental rotation tasks that require 
mirror-image discrimination. To narrow the gap, we tested 70 preschoolers be-
tween 3½ and 5½ years of age using a simplified mental rotation task. Children 
were presented with two boards, each of which supported a stimulus in the shape 
of a flag as well as a counterpart. The counterparts on the two boards were iden-
tical, but the flags were mirror images of each other. Thus, only one of the flags 
would fit the counterpart when rotated around a pivot point in the center of each 
board. Across 16 trials, four different flag shapes were presented at 90°, 120°, 
150°, and 180° angular difference from the counterparts. The children were asked 
to choose and rotate the flag that would fit the counterpart. We expected this task 
to be less demanding than mental rotation tasks used in previous studies, because 
the rotation axis was clearly defined, and no additional horizontal or vertical mo-
tion was necessary. By using a mirror image task, the likelihood that children 
used strategies other than mental rotation was minimized. Results showed that 
children under four years of age clearly performed above chance level, choosing 
the correct flag in 81% of the trials if the flags were presented at 90° angular 
difference from the counterparts, and in 75% of the trials even with a disparity of 
150° (p < .001). Yet, success rates still improved significantly between 3½ and 
5½ years of age (p < .001). Consistent with mental rotation studies in adults, 
response times increased with increasing disparity (p < .001). These findings in-
dicate that mental rotation is possible below the age of 4, but still improves mark-
edly until 5½ years of age. This novel task opens up new possibilities for research 
on mental rotation abilities in young children. 

Keywords: mental rotation, cognitive development, preschoolers, visual im-
agery. 
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Abstract. During 2016-2017, the Spatial STEM+C project conducted research 
to see how spatial thinking training in grade K-5 classrooms would impact stu-
dents' spatial thinking skills, computational thinking abilities, and math perfor-
mance. Two treatment classrooms in each K-5 grade at Inland Leaders Charter 
School in Yucaipa, California, implemented spatial thinking activities for ap-
proximately 30 minutes each day during a school year; two control classrooms 
in each grade did not do the designated activities. The spatial activities included 
creating designs with manipulatives, mapping classrooms and schoolyards, us-
ing a map to find treasures, and providing directions with coordinate systems. 
At the beginning and end of the school year, all students completed spatial and 
mathematics assessments. A computational thinking assessment was also pi-
loted with K-2 students. Qualitative feedback from teachers indicated that the 
spatial activities increased students’ interest and engagement with spatial think-
ing, as well as the children's confidence and persistence in solving problems. 
Quantitative analysis revealed that, on five of ten measures of spatial thinking, 
the treatment classrooms showed significantly better spatial skills than control 
classrooms across time. However, both treatment and control classrooms im-
proved significantly during the study period. Significant improvement in com-
putational thinking skills was noted in both treatment and control classrooms. 
Path analysis models revealed correlations among various dimensions of spatial 
thinking ability and math performance. A bidirectional relationship between 
computational thinking and math performance was noted. The results indicate a 
need for spatial and computational assessments that better measure near transfer 
of skills acquired in the classroom. 

Keywords: Spatial Thinking, Computational Thinking, Math Education. 
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Abstract. Spatial abilities are malleable and can be improved via experience and 
training of different types. This finding is important because spatial abilities un-
derlie many important skills such as navigation and success in Science, Technol-
ogy, Engineering, and Mathematics (STEM) fields. The current study has several 
aims to examine effects of experiential factors on spatial abilities in middle child-
hood. First, we aimed to measure the effects of dance and other extensive arts 
training as a means of improving spatial thinking skills in 9-10-year-old children 
from two elementary schools, with and without required additional arts and dance 
classes. Second, we aimed to document sex difference in spatial abilities in this 
age group, to address the question of when in the developmental cycle sex differ-
ences may emerge. Third, in an exploratory manner, we aimed to measure the 
relationship between standard tests of spatial ability and mental representations 
of familiar environments through a map drawing task. 121 participants completed 
a selection (that testing time allowed) of the following battery of spatial tasks in 
a classroom setting: two tests of mental rotation (standard paper and pencil task 
and computerized bodies mental rotation task), water level, real-world triangle 
completion, two versions of Corsi block-tapping, and filled out a spatial activities 
questionnaire. Thirty-six participants also completed a map drawing task in 
which they drew their neighborhood.  

For Aim 1, we did not find strong differences between children’s performance 
in the schools with and without additional arts and dance training. This will be 
further addressed in analysis of individual differences in spatial activities meas-
ured via the spatial activities questionnaire. For Aim 2, we observed a male ad-
vantage on water level and bodies mental rotation accuracy, but on no other task. 
It is interesting that the well-documented male advantage on standard mental ro-
tation tasks was not observed in this age group, suggesting that males gain addi-
tional advantage (e.g., possibly through exposure, experience, or hormonal fac-
tors) after middle childhood that allows them to excel at this type of mental rota-
tion. The male advantage on the bodies mental rotation task was surprising but 
could be explained by greater involvement in sports and movement-related play. 
For Aim 3, we coded children’s drawn neighborhood maps in terms of frame of 
reference of the neighborhood: (a) containing allocentric, or top-down compo-
nents only, (b) egocentric components only, or (c) a mix. We explored the hy-
pothesis that participants who incorporated survey components may possess en-
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hanced spatial-cognitive abilities compared to participants who incorporated ego-
centric components only. We expected this because prior research has suggested 
that participants who use allocentric, survey-based perspectives for navigation 
also perform better on small-scale spatial-cognitive tasks. We found support for 
our hypothesis on the water level task, such that those who used allocentric-only 
components performed significantly better than those who used egocentric-only 
components. Taken together, this ongoing study highlights an important intersec-
tion of spatial activity experience, spatial-cognitive abilities, and mental repre-
sentation of environments in middle childhood.  
 

Keywords: Middle childhood, arts training, spatial abilities. 
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Abstract. The developmental studies of sighted children are numerous and they 
differ on the hierarchical steps (changes from the egocentric to the allocentric 
perspective) and timing of acquisition of spatial skills (Nys et al., 2015). The 
recent studies show that there is rather a parallel development of these ability 
(Boccia et al., 2017). Results of studies about the effects of visual impairment 
on developing spatial cognition have been conducted largely on blind adult’s 
person (Millar 1994; Thinus-Blanc & Gaunet, 1997) and there is a lack of de-
velopmental data in blind children (Ochoita et al., 1991, Edwards et al., 1997).  
Moreover, many studies deal with spatial abilities measured through an individ-
ual spatial task but not a collaborative task (Catteano et al, 2008; Pasqualotto & 
Proulx, 2012) whereas it has been shown that sighted children who cooperate to 
solve spatial tasks are better than when they solve it independently (Viana et al., 
2016). There is no work that has addressed the effects of cooperation on spatial 
performances of VI children. In this study, we aimed to address different skills 
of spatial cognition (navigation, path and space description) in spaces of differ-
ent scale (Montello, 1993) with blind children and blindfolded-sighted. Two 
complementary spatial tasks (route walking task, instructions task) are proposed 
to examine how visually impaired (VI) children achieve and collaborate with 
adult or peer. We examine how children use the spatial expression to describe a 
space and a path familiar alone and in dyad. Also, we study a hypothesis about 
the relevance of cooperative situations for efficient construction of spatial rep-
resentation of space.  Children from 6 to 11 years old participated to this study. 
Children with VI (congenitally blind) attend a school for the visually impaired 
and the children with sight attend mainstream state schools. They are match by 
age and sex and they are divided into three age groups: 6-7, 8-9 and 10-11 y. o. 
Each child is tested in two sessions, second is one week later. The first task is a 
route walking task in a real space where a child is guided by an experimenter 
and then his become a guide in turn. It is expected that analysis of verbaliza-
tions would allow to identify how the spatial expressions of child are used ac-
cording to the difficulties encountered during the two types of guiding. In the 
second task, the subject is asked to describe a familiar place (classroom) or a 
route within their school (route from entrance to classroom), first individually 
and one week later in dyad. We expect that the situations of cooperation with 
adult or peer will promote children's use of spatial terms and clarify spatial rep-
resentation for all children no matter their ages. The practical and theoretical 
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implications for acquiring and construction of spatial cognition by sighted and 
visually impairments children will be discussed. 
 

Keywords: spatial language, spatial cognition, visual impairment. 
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Abstract. Gender di↵erences in range size and spatial ability are widely
reported, but there is disagreement about the age at which these di↵er-
ences emerge, and little is known about the emergence of spatial abil-
ity and mobility in traditional and transitioning societies. Variation in
ecology, patterns of mobility, freedom to explore, and modes of learn-
ing may be critical to spatial cognitive outcomes. This project seeks to
determine the developmental processes that underlie spatial learning in
a non-Western society, the Tsimane of Bolivia. We focus on two main
questions: 1) What is the age and gender patterning of spatial abili-
ties among children and adolescents in a non-Western population? 2)
How do novel socioeconomic changes in subsistence, modes of mobil-
ity, and education shape these di↵erences? We collected data on daily
mobility (GPS), navigational ability (dead reckoning and perspective
taking tasks), computerized mental rotation, and interviews to measure
variation in reported harm avoidance, spatial anxiety, and lifetime mo-
bility. Prior work among Tsimane and Twe adults found women to be
more spatially anxious than men (t88=-3.32, p=.03) in both popula-
tions. However, there was no observed sex di↵erence in wayfinding and
perspective taking between Tsimane men and women (t88=2.00, p=.22),
but one existed among the Twe (t94=-2.31, p=.01). Preliminary analysis
of Tsimane child data suggests that gender di↵erences in range size and
spatial ability are small to nonexistent. Our initial findings suggest that
environmental and social variation play a significant role in the degree of
di↵erence found between sexes within both populations, and that gener-
alizations based on Western populations should be made with caution.

Keywords: spatial ability · gender di↵erences · GPS · development ·
education
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Abstract. Spatial thinking is important for a wide range of outcomes in sci-
ence, technology, engineering, and mathematics (STEM) fields. Despite calls to 
spatialize K-12 curricula (NRC, 2006), spatial thinking has not been systemati-
cally taught in schools. As a result, researchers and practitioners have had lim-
ited opportunities to study the effects of spatial education at the K-12 level. The 
present study investigates the outcomes of a year-long course (i.e., the Geospa-
tial Semester) that teaches high school students Geographic Information Sys-
tems (GIS) technology and project management skills to solve real-world spa-
tial problems. Students were tested before and after the course on measures of 
core spatial skills (e.g., mental rotation, embedded figures), STEM-specific spa-
tial reasoning, beliefs about spatial ability, spatial anxiety, and spatial habits of 
mind. Compared to students taking other elective classes (n=125), students en-
rolled in the Geospatial Semester (n=84) demonstrated an increase in some core 
spatial skills, but not others, and showed benefits in STEM-specific spatial rea-
soning. Students enrolled in the Geospatial Semester had some positive motiva-
tional changes, and for some measures, females benefitted more than males. 
Together, these findings suggest that using real-world problem solving with 
GIS in the high school classroom promotes cognitive and motivational aspects 
of spatial thinking. Additional research is necessary to examine the specific as-
pects of the course that provide the greatest advantage, and to understand the ef-
fects of spatializing courses throughout the K-12 curricula. 

Keywords: Geographic Information Systems, School-Based Learning, Spatial 
Ability, Spatial Habits of Mind, Motivation. 
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Abstract. Healthy aging is associated with changes in the way peo-

ple navigate in space. These changes have been previously characterized

in terms of age-related deficits in the use of allocentric strategies. How-

ever, given that navigation strategies are conditioned by the sensory cues

present in the environment, an alternative hypothesis is that naviga-

tion di�culties in aged people are associated with spatial cue processing

rather than with strategic choices. By having young and old participants

navigate in a real, ecological environment, we show that old adults reori-

ent preferentially according to geometric cues, thus neglecting landmark

information, whereas young adults preferentially use landmarks. Record-

ing of both body and gaze dynamics as subjects reoriented and navigated

in space allowed us to identify specific behavioral patterns associated

with either landmark or geometric preference. In particular, eye move-

ment analysis revealed that the geometry-based coding adopted by older

adults manifested itself in the spatiotemporal signatures of oculomotor

fixations, but not in other navigational variables, and, moreover, gaze dy-

namics were predictive of spatial cue preference. Also, the longer reorien-

tation time observed in old subjects was due to the need for a repetitive

sampling of visual information. In addition, preliminary data from o↵-

line anatomical MRI scans show a negative correlation between naviga-

tion performance and gray matter integrity of scene-selective structures

involved in landmark processing (parahippocampal place area and ret-

rosplenial cortex), whereas no correlation was found with hippocampal

regions. These results extend previous findings on geometric cue prefer-

ence in children and therefore suggest an inverted U-profile of landmark

processing across lifespan. Given the extensive use of landmarks during

spatial navigation paradigms, these results challenge the traditional view

of a specific deficit for allocentric strategies in aging.

Keywords: real-world navigation · aging · eye movements · landmarks

· geometry.
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Mild Cognitive Impairment (MCI) describes a subtle decline in cognitive abilities that goes 
beyond the decline in cognitive abilities in normal aging. MCI is considered to be a predictor of 
Alzheimer's disease, rendering the detection of MCI, among those affected, an important factor in 
early dementia treatment. The present research is devoted to the search for diagnostic markers of 
MCI in the tactile domain. Tactile tasks have been recently shown to be sensitive to early 
perceptual and functional deficits in MCI patients. With the current study, we address the question 
whether MCI (as a frequent precursor of AD) is associated with lateralized tactile deficits similar 
to the well-documented lateralized deficits of extinction and hemi-spatial neglect associated with 
AD. To that end, we collected a set of parameters of tactile signal detection, separately for the left 
and right hand, and under various cueing conditions. The detection performance for tactile stimuli 
(at the left and right hand) was specified using detection times, false responses, hits, misses, false 
alarms, and correct rejections. Currently, we are comparing tactile performance (according to the 
assessed parameters) of a sample of MCI patients (N = 7) with the performance of healthy age-
matched controls (N = 20) and a sample of young participants (N = 16). Preliminary results show a 
general age-related increase in detection times and error rates. In addition, specific error measures 
such as false alarms under specific cueing conditions were found to discriminate between healthy 
elderly subjects and MCI patients. In a next step, we will compare sensitivity and specificity 
indices of left and right hand signal detection. The goal is to determine whether there are tactile 
parameters that are sensitive to MCI deficits and could serve in diagnosing MCI. Tactile measures 
in diagnostics have the enormous advantage of being culture-free. A current problem with the 
examination of potential MCI patients is the language-based nature of the common tests. Many 
patients with a migrant background therefore remain without diagnosis and thus without treatment 
of their deficits. Assessments based on tactile perception, could solve this problem. 
 
Word Count: 345 
 

Keywords: Mild Cognitive Impairment, Signal Detection, Tactile Perception. 
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Virtual environments (VEs) are widely used in navigational behavior studies. We 
examine VEs as assistive technologies that help people learn a route. We take a visu-
alization perspective, as we believe the ‘visualization design’ of a VE affects how 
well people learn with them, and VEs can be optimized to specific tasks and audience. 
In this study, we primarily take a visual realism perspective, given that the main-
stream VEs aspire to create realistic experiences [1]. Therefore, we examine the im-
pact of three differently designed VEs on route learning, as expressed by the ability to 
produce correct sketches of the route from the memory. Specifically, we compare a 
RealisticVE (photorealistic) and an AbstractVE (non-photorealistic) to a “MixedVE”, 
which we optimize for route learning. MixedVE is a result of ‘mixing’ the other two 
in terms of realism: We leave the photo-textures only on scene elements that are rele-
vant for navigation (thus, highlight them), while we remove the photo-textures else-
where in the scene [2]. Thus, the design of the MixedVE is optimized both regarding 
levels of realism, and regarding navigational memory (i.e., placement of the high-
lighted elements are informed by the knowledge on navigational attention/memory). 
Importantly, because there are individual differences in navigational performance [3] 
and memory abilities based on age [4]; we examine how age differences affect route 
learning performance. Specifically, 42 younger (25-35yo) and 39 older (65-75yo) 
participants learned a route in a fictional city in the three different VEs, and produced 
sketches of the route immediately after the experiment (“immediate”), and one week 
later (“delayed”).  

Here we report on participants’ accuracy in sketching the route on 2D screenshots 
based on each VE. A 2 (age) x 2 (recall) x 3 (visualization) mixed-design ANOVA 
revealed statistically significant differences as follows: a) age F(1, 79)= 17.04, 
p<.001, 𝜂𝑝2=.15 (young: 66.3%±31.7%, older: 40.5%±30.0%), b) visualization F(2, 
158)=11.69, p<.001, 𝜂𝑝2=.01 (Abstract: 53.6%±32.9%, Mixed: 57.6%±33.9%, Realis-
tic: 50.5%±33.4%) and c) age x visualization F(2, 158)=3.80, p<.05, 𝜂𝑝2=.01 (Fig. 1). 
The age x visualization interaction is explained by the significantly large difference in 
the sketching performance using the MixedVE and the RealisticVE for the younger 
and older participants (young: 11.0%±21.3%, older: 3.0%15.0%, t(149.35)=2.77, 
p<.01, r=.22; Fig 1d). Interestingly, the recall stage did not reveal statistically signifi-
cant differences (immediate: 55.4%± 32.1%, delayed: 52.4%± 34.7%), neither did any 
other of the interactions. 



2 

 
Fig. 1. Main effects of a) age, b) recall stage, c) visualization type on sketch task, and d) inter-
actions between age x visualization type (irrespective of recall stage). *** p<.001, * p<.05. 
Error bars: SEM. 

 
Besides the overall findings described above, we investigate the impact of different 
VEs on sketching performance with varying spatial and memory abilities (as meas-
ured by standardized tests). Overall, our results demonstrate that irrespective of age, 
participants learn routes better with the MixedVE. 
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Abstract. Visuospatial thinking in STEM requires students to encode and 
transform complex spatial information depicted in disciplinary representations 
that seemingly exceed known capacity limits of visuospatial working memory. 
Understanding these limits and how visuospatial information is encoded and 
transformed differently by STEM novices and experts presents new avenues to 
addressing the challenges students face navigating STEM classrooms and degree 
programs. Here, we describe our ongoing work to characterize the differences in 
visuospatial thinking processes between individuals with more and less expertise 
in a STEM discipline. We examine three competing hypotheses: (1) experience 
in STEM disciplines increases one’s raw visuospatial capacity for storing and 
processing spatial representations in a general way (or that only people with large 
capacity can excel in STEM); (2) expertise in a STEM discipline restricts 
improvement in spatial ability to represent and transform domain-specific 
representations via domain-specific chunking strategies; (3) expertise in STEM 
is supported by domain-general compression strategies that allow experts to 
compress repeating patterns of spatial information, allowing them to exceed their 
otherwise limited visual memory capacity, by reducing the amount of 
information encoded. In this poster we present the results of our recent studies 
comparing these competing hypotheses, by analyzing the performance of high 
and low spatial STEM students in a series of experiments where students were 
asked to detect color changes across abstract shapes and chemistry stimuli.    

Among naïve and novice chemistry students, change detection performance 
decreased as stimulus complexity (number of unique colors) increased, but raw 
visual capacity was similar across abstract shapes and chemistry stimuli. For both 
abstract shapes and chemistry stimuli, students were better able to detect color 
changes within “representational chunks” (e.g., groups of colors that co-occur) 
than changes that occur outside of these chunks for stimuli. Interestingly, the 
dimensionality of the representation (1d v 2d v 3d) had no effect on performance. 
For both types of stimuli, we observed no relationship between performance on 
the task and measures of spatial ability (e.g., Cube Comparison, Paper Folding). 
These initial studies yield support for the hypothesis that visuospatial thinking in 
STEM is characterized by the refinement of domain-specific compression 
strategies applicable to abstract shapes and that raw visuospatial ability does not 
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1 Extended Abstract

Spatial cognition studies showed that there is a strong link between success in Science,
Technology, Engineering and Math (STEM) disciplines and spatial abilities [5]. These
abilities are basic for job skills like visualizing the result of a surgery, designing bridges,
aircrafts; interpreting charts, maps, engineering drawings, etc. Moreover, it appears that
3D spatial skills can be developed through practice since research showed [6] that stu-
dents who attended a course at university to improve their ability to visualize in 3D,
improved their success and retention significantly, particularly female students.

Spatial reasoning skills are measured in people using e.g. perceptual ability tests
which include some parts on 3D object perspective reasoning, and paper folding and
hole punching (see Fig. 1). These tests are used by the German Academic Foundation

(a) reasoning about 3D perspectives (b) reasoning about paper folding

Fig. 1. Spatial tests: (a) 3D perspective test, the front and up views of an object are provided and
the view from the side is asked; and (b) a sequence of paper foldings are drawn and then the
location of a hole punched in the final paper is shown; the locations of the hole(s) when the paper
is unfold are asked.

? The project Cognitive Qualitative Descriptions and Applications (CogQDA) funded by the
Universität Bremen is acknowledged.
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measure intelligence in students1; and also by Dental Admission Testing Program2 by
the American Dental Association.

Qualitative models that try to solve spatial cognition problems have appeared in the
literature [2, 4, 3]. A logic-based formalization of the Fishermans Folly puzzle was pro-
posed using qualitative spatial reasoning about strings and holes and reasoning about
actions and change on these objects [2]. A qualitative model for describing 3D ob-
jects (Q3D) using depth and different perspectives [4] was defined based on designs of
pieces described using 3 canonical views (top, lateral and front), which allows reasoning
through logics defined to test the consistency of descriptions and it can infer features of
the unknown perspectives (i.e. back, down and the other lateral). A qualitative descrip-
tor for solving paper folding tests was defined [3] by establishing a correspondence
between the possible folding actions and the areas in the paper where a hole can be
punched.

Research has shown that video game training enhances cognitive control [7], spe-
cially when aging [1]. Thus, the qualitative descriptors for reasoning about 3D perspec-
tives [4] and about paper folding and punching [3] were implemented in video games
(see Fig. 2). These games are intended to test (i) if the qualitative logical algorithms can
be applied to provide spatial intelligence to artificial agents (e.g. those in video games)
and (ii) if the feedback provided by the qualitative descriptors can help users to improve
their spatial thinking skills when solving spatial reasoning tests.

Fig. 2. Games for practising spatial reasoning skills: 3D perspective reasoning and paper folding
and punching.

Both games were developed using Unity 5 game engine because it provides multi-
platform exportation to mobiles and tablets. And the user experience in both games is
similar, they both start with a training part and end with a test part. In the training part,
players practise: (i) in Q3D, how to build an object out of cubes, and how to describe an
object from its perspectives using the Q3D model; and (ii) in QPF, how to fold a paper

1 Test der Studienstiftung: http://www.spiegel.de/quiztool/quiztool-49771.html
2 Dental Admission Testing Program example: http://www.ada.org/
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by indicating a line, and area to fold and a direction. Both games have help options
during the evaluation test: (i) in Q3D, depth information is provided for the perspec-
tives of the object; and (ii) in QPF, the sequence of folding actions can be repeated
automatically as many times as needed. Both games provide feedback: (i) in Q3D, the
real object is visualised after each question is answered; and (ii) in QPF, the paper is
unfold and the assistant provide an explanation using the qualitative concepts defined
by the model. Finally, participants provide ratings to the game regarding: interactivity,
usability, educative feedback, fun, etc.

Experiments on participants are carried out at the moment to see if playing these
video games make them improve their spatial reasoning skills. Results will be published
in the near future.
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constrain performance on the encoding and retrieval of spatial information in 
disciplinary representations.  

Keywords: Visual memory, spatial ability, expertise. 
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“When a visible frame is offset left or right of an observer’s objective midline, subjective midline is pulled 

toward the frame’s center, resulting in an illusion of perceived space known as the Roelofs effect.” [1]. This optical 
illusion effect was first described by Roelofs in 1935 [2]. The changing position of an observer relative to a frame 
induces an adverse shift of perceived objects within the frame which is called the Induced Roelofs Effect [3]. In 
experiments situated in real environments or on common computer screens (CS) the shifting frame is surrounded 
by other geometrical structures which may serve as additional cues for the observer’s perception adjustment rela-
tive to the experimentally manipulated frame. In immersive virtual environments (VR) this adjustment can be 
omitted as the surrounding of the experimental frame can be created without additional geometric cues. It is hence 
expected that the Induced Roelofs Effect (IRE) i.e. the perceived shift of the objects’ position should be larger in 
a VR than in a CS condition.  

N=42 subjects were tested (n=21 per condition, age range: 12 yrs. to 65 yrs., 28 female and 14 male, VR:  
m=25.9 yrs., sd=2.5 yrs.; CS: m=31.6 yrs., sd=2.5 yrs.).  

Each subject started with a training of the objects’ positions: Objects (balls) were shown at five fixed positions 
without a frame, one after the other for one second each. The five ball positions were symmetric to the center of 
the view field or in the center of the computer screen, respectively. Subjects had to name the shown position of 
each ball appearing. This sequence was presented three times. Afterwards in the motor condition all objects in all 
five positions were shown and were called in random order by the experimenter. Subjects had to point with a laser 
pointer (VR) or with a mouse (CS) to the object at the called position and to “fire” when the position was decided. 
The object disappeared when hit.  

In the tests, all nine combinations were presented in random order first in the visual-conceptual condition (sub-
jects had to name the object position).  

The subjects were tested either with a presentation on a laptop screen or on a HTC Vive. 
As expected, the Induced Roelofs Effect was significantly more frequent in the VR than in the CS condition 
(F(1,40)=12.7, p<.01, η2=.24).  

The visual IRE effect was larger compared to the CS presentation. This experiment shows convincingly that 
virtual environments may be used to create experiments in a very strict way by eliminating elements that can never 
be excluded in real environments. The study presented here is not only a proper replication: it enlarges the effect 
by putting it into a new borderless environment. 
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Abstract  

We investigated the following four questions. 1) Where do people locate themselves in 
their bodies when using different types of virtual reality (VR) setups, i.e. a VR headset 
and a large immersive panoramic screen (panoscreen) 2) How accurately can people 
locate their body parts in these setups? 3) Do people locate themselves differently in 
terms of their perceived compared to their physical body dimensions? 4) How do the 
VR results relate to previous self-location findings from a physical setup [1]?  

In both VR setups, participants rotated a pointer in their sagittal plane while in-
structed to "Point directly to you", but also to nine of their body parts (feet, knees, hips, 
waist, shoulders, chin, nose, eyes and top of the head) previously measured for their 
physical heights. From the indicated body part locations a perceived body was con-
structed, to which the self-locations were alternatively scaled.  

Pointing to self relative to the physical body was frequently found for all body re-
gions above mid-torso, as well as above the head, in both VR setups. Participants 
pointed accurately to many body parts, but not to their feet and knees, nor to the top of 
their heads, particularly not in the VR headset. Relative to the perceived body, pointing 
to self was mainly to the (upper and to a lesser extent the lower) face and to a lesser 
extent to the (upper and to a still lesser extent the lower) torso.  

In the previously employed physical setup, self-location was found mainly for two 
distinct locations, the upper face and the upper torso [1]. For the current VR setups, the 
self-locations in terms of perceived bodies resemble more these results from the phys-
ical setup than the self-locations in terms of physical bodies do.  



These findings suggest that when using VR as compared to when not, might not so 
much change where people experience themselves to be, but rather their perceived body 
part locations, which then modulate where the self is experienced or indicated on the 
body. Therefore, in situations in VR where self-location is important (cf. perception, 
action), it seems relevant to consider how people perceive their bodies there. 
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Abstract. Due to the increase of robotic technologies in household en-

vironments, robots require to adquire the right amount of commonsense

knowledge to be able to perform tasks autonomously. For this I make

use of the semantic knowledge base KnowRob introduced by Tenorth

and Beetz [4], which also includes reasoning methods to perform infer-

ence about semantic concepts. In this work, humans performing a table

setting for breakfast in virtual reality (VR) were recorded following the

method presented by Haidu and Beetz [2]. Then, event segmentation

is presented regarding the understanding of relations between actions,

objects and motion regularities.

The data includes two hands with fingers and the head location, which

hold semantic relations regarding to their function, which are also related

to actions. This kind of relations can help robots for planning.

This kind of information is useful when a robotic platform makes a de-

cision about object manipulation ordering [3], e.g. take the bowl and

cereal, the juice and glass as pairs in each hand. It also gives an intuition

on which object to arrange first, e.g. the cereal, glass, and milk go behind

the bowl, while the spoon goes to the right. For this reason we consider

that human demonstrations are useful to improve the decision process of

a robotic platform.

The majority of programming by demonstration (PbD), learning from

human demonstrations (LfD) or imitation learning literature focus on

systems which learn directly from a human demonstrator [1]. However,

in this work reasoning is the main focus instead of imitation.
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Abstract. Walking has always been the most common locomotion mode
for humans in the real world. For this reason, walking has also been con-
sidered as the ideal condition in a large body of VR research involving
navigation. Physical walking provides body-based sensory information
about both the translational and rotational components of locomotion.
Though the rotational body-based information has been shown to be
important for several spatial tasks, the benefit of the translational com-
ponent is still unclear with mixed results from previous studies. In this
study, we aim to investigate how much translational body-based sen-
sory information is required for people to e�ciently navigate the virtual
world, given full rotational information. Depending on the locomotion
interface used, more or less translational body-based information might
be provided at di↵erent levels of accuracy. The current mixed method
study investigated how di↵erent levels of translational body-based infor-
mation might influence the performance of participants in a navigational
search task in a HMD-based virtual environment. Participants were asked
to find eight balls hidden in 16 target boxes randomly positioned in a
two-meter radius circular area. To check whether there is a ball inside
a target box, participants must stand right in front of the box within
0.80 meter and look at it. If there is a ball, they can collect it by touch-
ing the ball with a wand controller. The environment has been designed
not to provide any additional orientation cue other than the optic flow
from the fireflies. Participants could not see targets farther than two me-
ter from them. In other words, they were not able to see all targets at
a time, hence, they had to build up their spatial awareness gradually
along with their locomotion. In this within-subject experiment, there
were four levels of translational body-based information: none (partic-
ipants used the trackpad of an HTC Vive wand controller to visually
translate), upper-body leaning (participants sitting on a Swopper chair,
used their upper-body leaning to control their visual translation), whole-
body leaning (participants standing on a platform called NaviBoard, used
their whole body leaning or stepping to navigate the virtual environ-
ment), and actual walking (participants physically walk with a wireless



2 T. Nguyen-Vo et al.

HMD on). Every participant performed a navigational search task once
in every condition in a counter-balance order. All 24 participants fin-
ished all four trials (even with more or less fatigue). Results showed that
locomotion mode had significant e↵ects on various measures including
task performance, task load, and simulator sickness. While participants
performed significantly worse when they used joystick-based interface
with no body-based information, compared to the other conditions, there
was no significant di↵erence between leaning-based interfaces and actual
walking. More data in other measures are still in need for a more concrete
conclusion. However, current results also suggested that body-based in-
formation from a leaning-based interface might su�ce for a cost-e↵ective
alternative to actual walking in spatial cognition research and applica-
tions in VR.

Keywords: Spatial Orientation · Virtual Reality · Virtual Locomotion
· Experimentation · Human Factors · Performance.
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Abstract. Laparoscopy is considered the gold-standard surgical procedure for diagnosis and treatment of most 
abdominal and pelvic-related conditions. However, although such minimally invasive technique offers count-
less advantages to the patient, they come at a cost: surgeons must learn to overcome a unique set of visuo-
spatial cognitive and dexterity challenges, which are associated with the application of the technique. Alt-
hough the existing literature provides valuable insights about the overall role of spatial cognition in laparo-
scopic learning, one fundamental question remains unanswered: How are these fundamental spatial cognitive 
challenges perceived and understood by surgeons themselves. Method. In aim to gather further insight re-
garding the influence of spatial cognition in surgical learning among medical professionals, an online ques-
tionnaire was circulated to members of the Professional Association of German Surgeons (BDC) and German 
Society of Surgeons (DGCH). The responders were asked to rank-order a list of technical, cognitive or psycho-
logical factors they found to be most challenging when learning to operate laparoscopically. Results. A clear 
generational difference in awareness of spatial cognition was observed; 1) Younger surgeons showed greater 
awareness of the taxing conditions related to spatial abilities in laparoscopy, compared to their senior col-
leagues, 2) lack of tactile feedback was identified as the most challenging factor for both younger and senior 
surgeons and finally, 3) novice surgeons identified the ability to visually process the 3D internal structures 
through a 2D monitor in direct relation to specific spatial loci to be most challenging. Discussion. Spatial cog-
nition plays a notable role in influencing the learning of minimally invasive surgical skills. Nonetheless, its 
nature and challenges appear to be largely underestimated by the senior surgeons in charge of training, lead-
ing to the hypothesis that this is most likely one of the reasons for observed learning difficulties, as no support 
and/or training for developing spatial skills is offered to residents with weaker spatial abilities. Conclusion. 
The new generation of surgeons appears to be more aware of the influential nature of spatial cognitive abili-
ties, with lack of tactile feedback and impaired spatial orientation causing the most difficulties for novices 
learning minimally invasive surgery.   
 
 
Keywords:   Spatial Cognition; Skill Acquisition; Medical Cognition; Surgical Education; Minimally Invasive Sur-
gery 
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Poster Abstract 
“Near things are more similar than more distant things” states Tobler’s first law of 

geography. Evident regarding spatial behavior, which cognitive research into the 
perception of the environment has researched. The question of how readily near things in 
a graphic, especially a map, are understood to geographically near, has, however, yet to 
be studied. This poster considers this issue through theories originating in Gestalt 
concepts. Behavioral, ecological psychology and information psychology expand these 
concepts to take account of psychology research into the preattentive comprehension of 
graphical representations. The initial findings the poster presents suggest that the impact 
of previous experience or even geography or cartography training are ambiguous. They 
point to participants' rapid acquisition of affordances from the survey instruments as an 
essential factor. People's visual capacities can quickly develop the mental recognition of 
graphical nearness and apply it to tasks requiring the use of a map or map-like images.  
The acquisition of this capacity is a matter for future research. 
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Abstract. The perception of space and place in South Africa by planners is ever informed by various attributes 
that stem from the injustices of the past. As a result of this the spatial form in South Africa is highly dictated 
by policy that focuses on redressing some of these. With the poor having to travel long distances to economic 
opportunities, planning becomes more social than it is about organizing space according to ideal planning 
principles and form. In this paper we look at Ekurhuleni and Johannesburg as a case study to understand how 
planners understand space given the location and history. Using questionnaires, the results indicate that 
legislation and spatial redress influences the spatial cognition of South African cities. The results further 
indicate that GIS, ICT in planning, the smart city concept and planning theory play a minor role in influencing 
spatial planning in South Africa. As a solution this paper therefore advocates for smarter methods of planning 
to be used in order to advance planning in South African cities. 

 
 
 
 
 
 
 
 



Comparative Analysis of Case Studies Based on the Physical Effort Model 
(PEM) 

This work presents a new cognitive model for the analysis and prediction of pedestrian 
movement in hilly urban settings. A comparative analysis of four case studies was conducted 
for the assessment of the model. 

Topography affects pedestrian movement in two main ways: it can block lines of sight 
restricting spatial awareness and the extra physical effort exerted from walking on sloped 
surfaces can effect travel distance and route selection. Although physical effort affects all 
pedestrian movement, this effect would be most pronounced on sloped surfaces. 

A method called the Axial Map, which uses mutual visibility as a cognitive basis was chosen 
for modification to create the new model as it excels in the analysis of pedestrian movement 
in large urban systems [1]. An Axial Map is created by dividing the space of the entire system 
into a minimal number of discreet convex shapes in plan and then connecting all those spaces 
with a minimal number of axes covering the entire system, representing lines of sight. This 
map can be represented as a graph describing the connections between the various axes and 
different centrality measures can be calculated. This method was demonstrated as effective in 
describing and predicting various social phenomena [2]. The axial map will be referred to as 
the topological model. A refinement to this method uses the incident angles between axes 
along a path to assign weights in the graph, with the weight increasing with the angle [3]. This 
version will be referred to as the angular model. 

The proposed model differs from the abovementioned models in that it has a dual cognitive 
basis - taking physical effort into account in addition to mutual visibility. The model solves 
the problem of topography that blocks visibility by a further division of axes along peak 
points in topography [4]. The role of physical effort as an incentive in route selection is 
represented by two weights that are attached to each axis in the graph – one for going uphill 
and one for going down [5, 6]. This model is referred to as the Physical Effort Model or PEM. 

Four hilly urban areas in Israel were chosen for assessment of the model: the Hadar and Neve 
Sha’anan neighborhoods in Haifa and the City Center and Southern Nahlaot neighborhoods in 
Jerusalem. In addition to the PEM analysis, all case studies were analyzed by topological and 
angular models for a measure called Integration which correlates well with pedestrian activity 
[1]. Then, differences in the results within each case are highlighted and compared to the 
realistic condition. The outcomes of the models were compared regarding the accuracy of 
their predictions and appraised for their weak and strong points. 

A reliable and accurate model can improve our understanding of the relationship between 
topography and life in the urban fabric built upon it and allow for a more informed approach 
when planning such environments. All this can help us build livelier, healthier and overall 
better cities. 
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Today, smart devices and sensors offer ample opportunity to collect huge amounts of 
data in wayfinding studies in virtual and real-world environments. These sensors may 
record interactions, physical and physiological activities, and assist researchers in 
understanding spatio-temporal behavioral effects [1] and learning impacts [2]. Report-
ing empirical results often involves categorization of qualitative information [3] or 
statistical and visual analysis of quantitative measurements [4]. The strength but also 
a challenge of analyzing sensor data in wayfinding studies is the spatio-temporal con-
text in which data is collected. To study temporal patterns of simultaneously collected 
sensor data during a wayfinding task, researchers typically resort to statistical 
measures or graphs, such as timelines [3,4], for instance. One drawback of such data 
depiction can be the missing link to the traversed space where wayfinding happened. 
Various navigation studies have handled spatial segmentation in empirical analysis 
differently, such as discretizing the route according to decision points [5], landmarks 
[6] or route properties, for example, pedestrian crossings and bike lanes [7]. To date, 
there is no agreed-upon method how to segment space to infer behavioral characteris-
tics from large complete temporal datasets, let alone one, grounded on principles de-
rived from empirical data or analytical results. It seems obvious that the segmentation 
of sensory data collected in a dynamic and continuous environment is critical. 
      We will demonstrate a case study using eye tracking data collected during a way-
finding experiment outdoors. The eye tracking method in real-world studies yields 
massive amounts of fine-grained and multi-media data (e.g., video, sound, gaze 
points, scan paths, human-system interaction data, etc.) highly dynamic and not syn-
chronized across participants and within the spatio-temporal context. This typically 
means a great deal of tedious manual data processing labor, to isolate desired and 
meaningful units of analysis [2,8]. As a consequence, the sheer volume of this fine-
grained, continuous space-time data stream might only been partially analysed, due to 
time constraints, and other limitations. We apply statistical measures on collected 
wayfinding data, based on different segmentations (e.g., on the basis of turns or inter-
sections) of a tracked route, and present how various space-time segmentation strate-
gies impact the resulting statistical measures. Further research should focus on deter-
mining (empirically grounded) conventions of space–time segmentations for collected 
continuous sensor data along a route, to enable (I) efficient and thorough wayfinding 
data analyses and, (II) comparison of results across empirical wayfinding studies for 
cross-validation. 
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Keywords: Assisted Wayfinding, Discrete and Continuous Data, Human Be-
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In VGI, humans are the fundamental source of knowledge. They utilize various

models to provide information, regardless of their experience and backgrounds.

In particular, they categorize geographic objects based on their geographic

conceptualization. This fact results in heterogenous data classification quality.

In this work, data classification quality implies accuracy and precision; when

individual geographic perception determines classification accuracy, while whether

contributors provide an abstract or a fine categorization depends on the utilized

classification model.

In abstract levels of details, contributors utilize definition-based model, where

categories are pre-defined, and have at least arbitrary but fixed boundaries. In fine

levels of details, contributors use cognitive-based model. They utilize common-

sense categories used in natural language. The more fine details they provide,

the more soft boundaries between categories they face, and hence, overlapping

categories. Actually, data categorization in VGI follows a combination of these

models. In both models, a single object may be assigned to multiple categories

with various degrees of correctness and precision, particularly in fine granularity

levels. Although multiple categories represent challenges for data representation

and interpretation, they can be exploited as a source of data validity and outlier

detection.

We conducted an empirical study that demonstrates human-centered data

classification models in VGI projects. The study adopts land-use classification

emulating definition-based and cognitive-based models. The study shows how

volunteers utilize their cognitive abilities to provide valid and precise information,

however, with various degrees of both accuracy and precision. It demonstrates

how contentions among overlapping concepts can be used for meaningful data

interpretation.

Fig. 1 shows part of the findings. The figure demonstrates participants clas-

sifications for a set of grass-related objects; when the size of internal (orange)

circles indicates validity degree of a particular label for a given object. The figure

illustrates clearly subjective classification and overlapping boundaries between

categories. Due to the semantic overlap of neighboring concepts, observers some-

times choose a label which does not correspond to the most appropriate category.

However, knowing the conceptual neighborhood structure of the concepts helps

to interpret the label assignment and thus is useful for outlier detection as well as

for data validation. Taking into consideration conceptual neighboring categories

reduces the search space for less valid meaningful choices.



Fig. 1. Part of participants’ classification for 8 grass-related objects

In VGI projects, contributors conduct mental comparison utilizing qualitative

measures to avoid extreme values. As non-experts of the field they typically

end up with a small set of plausible categories. In such situations, forcing an

observer to make a more precise classification can lead to loss of information. The

categorization task is conducted in a natural way of human-sense that legitimizes

the accuracy of data classification. Although as humans we interact with the same

real world, our geographic conceptualizations are developed di↵erently. Thus, the

use of di↵erent labels to describe an identical observation is natural. However,

we should be able to utilize these contention labels to generate useful meanings

by accounting for the di↵erent contexts in which they were created. Integration

and dual interpretation methods should be developed to tackle cultural aspects,

di↵erent perceptions, and language di↵erences.
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Abstract. How can we build a Machine Learning model of learnable
spatial rules? How would a Machine Learning framework prove a use-
ful tool in the analysis of architectural qualities? Inspired by the long-
open question whether it is possible to build an AI design assistant, this
thesis researches a Machine Learning framework for spatial analysis of
floor plans. It shows that Machine Learning algorithms trained on large
datasets of plan configurations have the potential to characterize abstract
architectural qualities in terms of quantifiable spatial features.
Two commonly adopted techniques used in spatial analysis are isovists,
introduced by Michael Benedikt (1979), and graph theory, explored in
architecture by Christopher Alexander, but dating back to XVIIIth cen-
tury France. These are contextualized within Space Syntax, the set of
theories and methods studying spatial configurations and their cultural
implications. Such techniques convey di↵erent types of information on
architectural space - visual connectivity on one side, hierarchies and ac-
cessibility on the other. In this thesis, I aim at relating spatial features
to architectural qualities through a Machine Learning algorithm. Specif-
ically, I look at the quality of architectural privacy in homes.
One obstacle in building a Machine Learning framework for the analysis
of architectural space is that a large amount of labeled data is needed.
In order to prove the feasibility of building a large dataset of floor plans
labeled according to a set of spatial features, a software extracting spa-
tial features out of image data is outlined in its structure. Finally, the
technical aspects of this newly proposed Neural Network framework for
spatial analysis are presented and discussed. From a proof-of-concepts
experiment, it emerges that when statistical analysis is run on a rel-
atively small dataset of spaces in house floor plans, patterns relating
Space Syntax features and the level of intimacy of di↵erent rooms in a
house floor plan are found. At the same time, the limits in these results
reinforce the need for a more complex function approximator (such as a
Neural Network) to detect spatial patterns.
By presenting a novel AI approach to spatial analysis on the floor plan,
this thesis opens the floor to both analytic and generative applications
of Machine Learning in architecture.

Keywords: Spatial Analysis ·Architectural Information ·Machine Learn-
ing · Neural Networks · Artificial Intelligence
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Abstract. Previous animal research suggested that distance estimation is subject 
to anisotropy, with lower accuracy in estimating vertical movements as compared 
to horizontal ones. In humans, studies on spatial anisotropies mostly focused on 
location memory in multi-level environments, leaving an open question as to 
whether an anisotropic model in internal representations of traveled distances 
holds true in humans as well. We addressed this question by using a traveled 
distance estimation paradigm using horizontal and vertical movements in the sag-
ittal plane. In each trial, blindfolded participants had to first memorize the dis-
tance traveled during a passive translation and then reproduce it in a similar set-
ting. Participants performed this task in an upright and a 30° backward-pitch body 
orientation. The accuracy of traveled distance estimates in the upright body con-
dition was best explained by a horizontal-vertical anisotropy model, with higher 
accuracy along the horizontal than the vertical translation axis. The backward-
pitch orientation was used to examine whether this anisotropy was body or earth-
centered. Correlations between the accuracy patterns of the upright and the back-
ward-pitch condition encoded in a body-relative coordinate system are suggestive 
of an egocentric anisotropy. Overall, the findings are consistent with previous 
research on motion perception. They suggest that traveled distance estimation, as 
a sub-process of path integration, is subject to egocentric horizontal-vertical ani-
sotropy, with lower accuracy in the vertical dimension. 

Keywords: traveled distances, horizontal, vertical, anisotropy, egocentric, mo-
tion simulator 
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One of the main limiting factors in peripheral vision is crowding. Crowding describes 
the interference of surrounding flanker stimuli in the recognition of a peripheral target 
stimulus. Thus, the effect is relevant for a variety of tasks and should be considered in 
the design of new technologies, e.g. head-up displays. The crowding effect depends 
mainly on the spatial arrangement of target and flanker stimuli: The effect decreases 
with increasing target-to-flanker spacing and increases with increasing target eccen-
tricity. The present study investigates whether and how the third spatial dimension, 
i.e. depth, affects crowding. It was assumed, that crowding is pronounced the stronger 
the farther crowded stimuli deviate in depth from the fixation depth. In Experiment 1 
binocular observation provided defocus blur and binocular depth information. In Ex-
periment 2 the impact of defocus blur on its own was tested by applying monocular 
observation. 

Real depth was presented, similarly to head-up display technology, by superimposing 
the displays of two orthogonally arranged screens via a half-transparent mirror. Depth 
differences were achieved by adjusting the distances of the screens along the orthogo-
nal axis. Participants (n = 16) had to fixate on a central cross (white; size: 0.6°) in a 
constant distance (190cm), while their task was to identify the gap position (up, right, 
down, left) of the middle of three horizontally arranged, peripherally presented Lan-
dolt rings (stimulus size: 0.6°; target eccentricity 2°; target-to-flanker spacing 1°). The 
stimuli appeared either on the fixation depth, or in front of or behind the fixation 
depth, i.e. defocused, in near (± 0.06 diopters) and distant distances (± 0.1 diopters) 
each.  

In Experiment 1 results indicated increased crowding effects in distant compared to 
near defocused depths as expected. This result was present in the recognition perfor-
mance as well as by trend in the reaction time data. To disentangle whether this was 
due to binocular depth information or due to defocus blur, Experiment 2 was con-
ducted binocularly. The results of Experiment 2 revealed no differences in crowding 
effects between defocused depths. Thus, the impact of defocus blur on crowding 
seems to be neglectable. However, data show that reaction time depends on direction 



of depth: Correct reaction toward stimuli in front was faster than toward stimuli be-
hind. This is in line with evidence showing faster simple reaction times for approach-
ing compared to departing stimuli. 

Taken together, the data indicate that crowding actually increases when flanked stim-
uli are presented in depth. Mainly binocular depth information drives the effect. Most 
likely diplopia due to large disparities for distant defocus depths explains this result. 
The impact of defocus blur seems to be neglectable for the range of depth which was 
tested in the present study. These results should be considered in the design of appli-
cations like head-up displays. 
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Poster Abstract 

Spatial behavior analysis in indoor environments is challenging: GPS is not available 
to track the location. Furthermore, analyzing the interaction of people with their envi-
ronment goes beyond pure movement trajectories. Dalton et al. [1] developed “People 
Watcher”, an iPad application for recording the path and spatial behavior of the ob-
served participants. Since the recording is manual, applying it to simultaneous obser-
vation of groups or large-scale environment is challenging. 

We present a sensor-based system (Figure 1) to automatically monitor the behavior 
of people in indoor environments such as museums, airports and other public spaces. 
Multiple sensors are distributed across the monitored space so that the sensors' range 
cover all areas of interest. A central system integrates separate measurements into a 
single spatial reference frame. The system supports different sensors: depth cameras 
(e.g., Kinect) can be used for a smaller range, recording also other aspects of spatial 
interaction such as the skeleton of the body and the position of the hip, feet, and the 
head. This can be used to detect and interpret the person’s pose and their viewing di-
rection. Based on the unique features of the skeletal and the facial coordinates, the sys-
tem can re-identify visitors after they temporarily walk outside the area covered by the 
system. LIDAR sensors having larger range are also supported, but only for recording 
spatial movement. The system also allows for recording several people simultaneously 
over time making it possible to analyse group interactions (Figure 2). 

 



 
Fig.1 Recordings of sensors in an indoor environment. 

 

 
Fig.2 Group interaction. 

 
The system (Figure 3) has been tested for in the Horse Museum in Münster, Germany. 
After the set-up, it recorded data of visitors for 60 days without interruption. We also 
conducted controlled tests to investigate the reliability of the data: 

x People are localized with the accuracy of 3-10 cm. 
x The viewing direction is determined with the accuracy of 20-100 cm, depending on 

the distance and the angle of the observer.  
x Recognition of people in the frontal position equaled 80%. This can be improved by 

recording additional data about the visitors. Currently, due to privacy concerns, we 
limited the recording to core skeletal and key facial points. 

LIDAR sensor tracking trajectories of people

Kinect sensor 
recording people s 

trajectory, but also a 
person s pose and 
viewing direction.

spatial trajectory over time

pose: person 
reading sign

identify people based 
on their skeletal and 

facial data



Within Bitgod’s attention model [2] of museum visitors, we can automatically iden-
tify the following events: 
x Approach: trajectory entering a certain region in front of the exhibit, slowing down; 
x Stop: Speed slowing down up to complete stop for a certain time; 
x Look At: Location within the zone in front of the exhibit and viewing direction to-

ward the exhibit; 
x Focus on: Looking toward the exhibit for a certain time. 
 
Future work involves identifying a broader range of actions, such as reading labels, and 
interactions between visitors. 

 

 
Fig.3 Screenshot of the tool's interface. 
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Abstract. Change detection is a very useful method to find the interaction between human

activities and the natural environment. Multiple factors such as economic, cultural, political,

and human habitat  influence land use changes.  In  change detection process,  multi-temporal

datasets are quantitatively analyzed to assess the multi-temporal effects of these phenomena.

LANDSAT multispectral and muti-temporal imagery is a very important source of data in this

case for observing changing features. Remote sensing thus provides a unique opportunity to

characterize the spatio-temporal distribution of these changes and to collect important baseline

of information that is too difficult  to obtain using field-based methods. Satellite images can

easily detect and map both local and large area land use/land cover changes. Riverside sand

deposition,  changing  nature  of  course  lines  can  also  be  well  detected  by  the  image

interpretation methods. 

In north eastern India people are forced to leave their houses due to devastating flood each

year and a number of endangered animals are drowned during monsoon. This work is aimed to

assess the bank line shifting nature of Brahmaputra river around Kaziranga National Park from

2008 to 2016, to compare the bank line shifting within these years, assess the causes of bank

line shifting of Brahmaputra in that predefined area, detect the changes of riverside land covers,

detect the land type beside the most frequently changing bank line and find the correlation

among all these land cover changes.

 Well known image processing tool ENVI is used to collect the reflectance values from

LANDSAT images. Choice of effective end members provided the best spectral unmixing of

heterogeneous pixels, to determine the exact land type. Simultaneously maximum likelihood

estimation in conjunction with proper spectral signature observation is applied to segregate the

individual  classes  based on the different  land cover  types.  Change  detection involves  band

differencing, band ratioing, post-classification comparison, NDVI, change vector analysis using

tasseled cap transformation. The river bank line is detected by band ratioing and thresholding.

Observation of the land type adjacent to the gradually delineating bank line area provides added

information to the factor analysis of erosion.

 In this work collection of reflectance spectra from satellite images help to determine the

classes  correctly.  Geometric  and  radiometric  corrections  were  needed  to  set  a  normalized

resolution  and  destriping  before  classification.   Besides  Normalized  Difference  Vegetation

Index,  Soil  Adjusted  Vegetation  Index  and  Wetness  Index  are  required  for  thorough

investigation and to detect the position of majorly changed areas. Thus there is a chance of

erosion through the bank lines. We are planning to detect the erosion prone areas through the

bank  line  in  these  specific  years.  Our  future  research  work  includes  the  identification  of



physical parameters like rainfall, slope, elevation, soil types, position of the tributaries etc. that

may be responsible for river bank erosion.
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Abstract. Introduction Geometric illusions like Muller-Lyer have been studied thoroughly for 
several years. Kawabata [1] used a mathematical model based on perceptual image field to find 
the distance which basically is a threshold based function to find perceived length of a line in the 
Muller-Lyer illusion. We propose to take this study further by using the same model of perceptual 
field with other bio-inspired filters to explain the illusion and understand the possible mechanism 
of cognizing the geometry of visual space. Further explored is the relevance of attributes making 
up the illusion like angle of arrow and the length of line. Methodology The perceptual image field 
of the illusory stimulus is found by convoluting a non-Classical Receptive Field (nCRF) based 
Gaussian filter [2, 3] on the image. Finding a contour plot of this image, we get artefacts indicating 
the endpoint of the perceived line. These artefacts are figured out via a threshold based method. 
The stimulus, filtered image and its perceptual field is shown in Fig. 1. The circular artefacts have 
been used to find the perceived length of a line. This method is repeated on a number of variants 
of the illusion with arrow angle in range of 00 to 1800. The perceived length is then measured 
between the two artefacts to find the relevance of angle with perceived length. Results The 
application of nCRF based filter clearly enhances the distance between the artefacts. 
 
 
 
 
 
 
 
 
 
 (a)   (b)   (c) 
 

Fig 1. (a) Muller Lyer Illusion (b) nCRF filtered image (c) contour plot or perceptual 
plane representation 

 
Kawabata [1] in his study did not provide any perceptual length difference figure. In our case the 
perceptual length difference between both the lines is found to be approximately 30% of the line  
 
 
 
 
 
 
 
 
 
  (a)     (b) 
 

Fig. 2 (a) Plot for perceived length between artefacts vs arrow angle (b) plot for 
position of artefact and arrow angle 

 



 
  (a)     (b) 

 
Fig. 3 (a) Plot for induced illusion vs arrow angle using proposed method (b) plot for 

induced illusion vs arrow angle found experimentally [4] 
 

 
length whereas the use of DoG based Gaussian filter [1] shows a difference approximately 20%. 
The application of the proposed method on a variance of arrow angles yields a plot as given in 
Fig. 2. Conclusion The results shows that the nCRF based filters which are modelling the 
extended classical receptive fields of retinal ganglion cell [3], can explain the illusion through 
perceptual plane method better than the DoG based filters [1]. Comparison [4] with induced 
illusion for psychophysical experimental data is shown in Figure 3. 
 
[1] N. Kawabata. "Mathematical analysis of the visual illusion" IEEE Transactions on systems, 
man, and cybernetics 12 (1976): 818-824. 
 
[2] J. I. Nelson and B. J. Frost, “Orientation-selective inhibition from beyond the classic visual 
receptive field” Brain Res. 139 (1978): 359–365.  
 
[3] K. Ghosh, S. Sarkar, and K. Bhaumik “A possible mechanism of zero-crossing  detection using 
the concept of the extended classical receptive field of retinal ganglion cells” Biological 
Cybernetics 93 (2005): 1-5.  
 
[4] Bulatov, Aleksandr, Algis Bertulis, and L. Mickienė. "Geometrical illusions: study and 
modelling." Biological Cybernetics 77 (1997): 395-406. 
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Abstract. According to previous research, symmetry perception is sensitive to 
axial orientation: first, vertical axis is the most prominent followed by horizon-
tal and oblique and, second, the closer to the axial part of the object the easier to 
detect it (Barlow & Reeves, 1979, Wagemans, 1995, 1997, Wenderoth, 1994). 
In our experiment, we tested (a) whether axial information is equally important 
in perceiving to geometric (square, circle) and functional (mushroom, apple) 
objects, and (b) what are the differences between different spatial relations in 
respect to axial information and object type (i.e., functional and geometric and 
the underlying symmetry features).  
We conducted an in-group online experiment (n=113) where we asked to indi-
cate locations of 12 spatial relations (e.g., on, over, above) corresponding to 
both types of objects (20 geometric and functional objects) (Logan & Sadler, 
1996). The objects used in our experimental stimuli included different sym-
metry features (e.g., reflection, rotational symmetry). The stimuli were random-
ized within each set of objects (i.e., geometrical or functional) for each subject. 
We used two independent tests where the sequence of object type was varied - 
first geometric objects were presented and then functional ones, and vice versa.  
According to the results of our experiment axial information determine the in-
terpretation of spatial objects. There is an association between the areas (corre-
sponding to the object and the relations) that were indicated by the subjects and 
symmetry axes and/or rotation centers. However, the variance of association is 
determined by (a) the order of presentation (i.e, a different results arise when 
the set of geometric stimuli is followed by functional ones or vice versa) and (b) 
the symmetry features contained in objects.  
Further, functional objects have a more focused scope of interpretation whereas 
geometric objects have more diverse scopes of interpretation. However, nar-
rower and more focused areas of interpretation tend to be the case in respect to 
geometric objects if the functional objects are presented first. And the tendency 
of wider areas of interpretation seems to be the case in respect to functional ob-
jects if the geometric objects are presented first.  
Finally, based on our results we are discussing some interesting implications for 
perceptual learning. 

Keywords: spatial relations, object form, geometry, symmetry types, order ef-
fects. 
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Poster Abstract 

Many experimental studies use sketch maps to investigate spatial knowledge of their 
participants. While drawing sketch maps has proven to be a suitable method to investi-
gate mental representations of the environment, their systematic analysis is still prob-
lematic: Although we know that human spatial knowledge is (mostly) qualitative, there 
exist no suitable tools that support a qualitative analysis of sketch maps. 

The best known quantitative approach is bi-dimensional regression [1]: It analyzes 
the degree of shape and scale distortions between reference points in the map. However, 
it is well known that these distortions are typical for sketch maps [2-3]. Another popular 
type of analysis involves counting objects without analyzing the spatial configuration 
at all. Qualitative approaches such as [4-8] give some guidelines how to analyze quali-
tative aspects of sketch maps, but these approaches are neither formalized nor tested 
with respect to their reliability as an evaluation method. 

We present a new software-supported method to analyze sketch maps qualitatively. 
In our previous research [3,9], we identified a set of sketch aspects which are typically 
not affected by cognitive distortions. These sketch aspects are used for the evaluation. 
The evaluation procedure has the following steps (corresponding software screenshots 
below): 

Step 1: The experimenter annotates the reference map and marks all relevant features 
(streets, landmarks, regions) on the map that should be investigated. That means it is 
possible to limit the evaluation to only those features mentioned in your experiment 
materials (Fig. 1). It can be specified if participants had to follow a particular route. 

Step 2: Analogously to step 1, the experimenter marks the sketched features in the 
sketch map (Fig. 2). The sketch map will only be evaluated with respect to those fea-
tures selected in the reference map, e.g. the participant marked in the sketch map the 
location of her home, which was not mentioned in the experiment material and thus is 
not of relevance for the evaluation. 



 
Fig.1 Step 1: Annotation of the Reference Map using drawing tools of the software. 

 

 
Fig.2 Step 2: Annotation of the Sketch Map (original sketch map in red, annotations in 

blue). 
Step 3: The qualifier of the software automatically calculates the qualitative relations 

among all features marked in the maps. It compares all features and spatial relations 
found in the sketch maps to the features and qualitative relations in the reference map 
and calculates their completeness and correctness for each sketch map. (Fig. 3). The 
evaluation shows the precision and recall of all features and spatial relations found in 
the sketch map. Further, detailed information on the completeness of the drawn features 
is given: In our example, the participant’s sketch map does not include the region 
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“SportsArea” and she mixed Mendel_Str. with Heisenberg_Str. Afterwards, the cor-
rectness of the features is evaluated by the number of correct/wrong/missing qualitative 
spatial relations found in the sketch map. The fact that the sketcher drew the recreation-
Area next to the wrong street leads to one wrong relation in “linear ordering of land-
marks along street segments”. The fact that Heisenberg_Str. and Medel_Str. are con-
fused leads to 1 wrong relation in “Connectivity of Streets”. 

We are currently conducting a reliability study of the method and evaluate, to which 
extend each qualitative relation predicts the quality of a sketch map. 

 

 
Fig.3 Step 3: Evaluation Results after Qualification. 
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1 Abstract

Mobile map applications like Google Maps and Apple Maps are extremely popu-
lar. For instance, the annual ComScore report on US application usage suggests
that Google Maps is the fifth-most-used mobile application [5], whereas large-
scale user studies suggest that Google Maps is the fourth-most-used application
in terms of total usage time [2]. However, despite their popularity, we know very
little about how these applications are used within the general population, as
usage data from commercial providers is not publicly available.

Studies examining application or program usage and behaviour have been
receiving increasing attention in HCI thanks to the foundational background
knowledge they can provide and the research direction guidance they a↵ord
(e.g. [2–4, 7–9]. However, there are a number of obstacles to the publication of
these studies that limit their number. In particular, many companies do not
share usage data from their applications. While the reasons for this reticence are
often understandable (e.g. privacy concerns), the end result is often enormous
black boxes in important areas of the literature.

This paper seeks to begin the process of shining a light on the high-profile
black box that is mobile map application usage behaviour. To do so, we take
inspiration from Carrascal and Church [3] and create an application that wraps
the Google Maps mobile website. This allows us to capture rich behavioural
logs whilst a↵ording a very similar experience to the standard application. We
made such a ”wrapper” application for Google Maps called ”MapRecorder”,
and recruited 28 participants from our local university to use MapRecorder for 4
weeks. We capture 483 minutes of interaction with MapRecorder, spanning 443
sessions. From these sessions, we are able to paint a broad picture of current
mobile map application usage for our participant pool.

This work contributes the first openly available findings for mobile map appli-
cation usage, collected via wrapping and logging user behaviour in Google Maps



2 F. Author et al.

with theMapRecorder application, and analysed across the four main interaction
states of Google Maps: Search, Place, Direction and Map-View Manipulation.

Users demonstrated exploratory behaviour for almost 50% of their sessions
with MapRecorder, indicating a preference for non-prescriptive methods of in-
teraction with mobile map applications, and supporting the user-as-explorer
ideal [1, 6]. This has implications for the development of mobile maps, which
currently focus on text search to enable way-finding. Users also expressed search
behaviours which demonstrate a preference for specific named places rather than
entity classes such as ”restaurants” or other near me options.

Our findings also suggest that users exhibit similar patterns of use in order
to get directions to a specific location, with a high percentage of sessions display-
ing specific sequences of interaction between states within the map application.
Additionally, there was an interaction between the user location and the place
or destination of interest. The latter suggests that local users are more likely to
search for places which are not within close distance (median: 8.0 km).
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