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Summary

This work is devoted to the analysis of some of the fundamental pillars of economic

stability. The first chapter deals with the banking sector, with the development

of an innovative Early Warning System to timely identify cases of future financial

distress, to allow the early intervention of the supervisor. The second chapter

considers Gross Domestic Product and its potential, and discusses a new method-

ology for estimating potential output. The third and last chapter concludes by

examinating the labor market, with the development of a new technique based on

state-space modelling to estimate trend employment.

Chapter one presents an early warning model for predicting distress events tai-

lored for small European banks. The novelty of the approach presented in this

chapter is two-fold; first, the underlying approach broadens the usual definition

of bank distress events, by basing it on the Bank Recovery and Resolution Direc-

tive (BRRD). In this way, the sample of distress events is significantly expanded

compared to the most conventional approaches in the literature, despite consider-

ing a relatively short time span. This significantly improves the estimating power

of the model. Second, the early warning system is modelled using the machin

learning boosted decision-tree technique, á la Quinlan (via the C.50 Algorithm).

We build a binary classification tree comprising bank-specific, banking-sector and

macro-financial explanatory variables. The characteristics of the dataset we use

are very peculiar: we use European Central Bank supervisory data on small Euro-

pean banks (the so called Less Significant Institutions, as defined by the ECB via

its supervisory branch, the Single Supervisory Mechanism); our sample is strongly

polarised towards one particular type of bank (simple retail) and a few jurisdic-

tions (mostly Germany, Austria and Italy). For this reason, we first develop an

initial model for the full sample of institutions, and then extend it in two direc-
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tions. First, we subsample our data to re-run the decision tree on retail bank only.

Second, starting from the baseline classification by Roengpitya et al. (2014) to

classify institutions by business model, we build a decision tree to automatically

sort banks into four lines of business: retail, wholesale, investment and custodians

/ asset managers.

The goal of chapter two is to build a ”finance neutral” measure of potential

output, developing and further extending the model by Borio et al. (2013). More

proxies for the cycle are included in an augmented version of a state-space mod-

elling framework, with a particular focus on liquidity (using short term debt as a

proxy), and the analysis is extended to USA, UK, Spain, Italy, France, Austria,

Netherlands and Switzerland. We confirm how a ”finance neutral” measure of po-

tential output is more reliable, even though the model results are quite tailored to

the various jurisdictions: we find that different countries require different proxies,

thus making it difficult to develop a one-fits-all model. Across-country robustness

is in fact limited, and the best results are obtained by estimated an ad hoc model

for each jurisdiction.

Chapter three proposes an innovative two-step approach to estimate the em-

ployment trend. The aim of this chapter is to incorporate demographic trends

directly into the estimates, and get results that will incorporate the recent de-

mographic dynamics that are strongly affecting the labor market: we here mean

both purely demographic factors like population aging or higher life expectancy (in

particular for males), and more labor market related trends like ”baby boomers”

reaching the age of retirement, decreasing the ratio between workers and pension-

ers or the steadily increasing level of women participation in the job market. We

estimate the trend of employment using an augmented Kalman Filter procedure

in a state-space framework, and conduct the estimation separately for each age

cohort and gender (first step). We then aggregate the gender-cohort specific series

(second step) to obtain the aggregate estimate of potential employment. By do-

ing so, we are able to incorporate the specific trends of each cohort into the final

estimate. The innovation is not only in the process, but also in the methodology:

we augment the measurement equation of our state-space formulation to include

some proxies for the financial cycle. We use this statistical refinement to obtain

a cycle-free estimate, whose precision is signficantly higher with respect to tra-
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ditional methodologies such as a HP or Kalman filter applied on the full sample

of employment: this both reduces the indeterminacy of the estimation, and pro-

duces a more accurate quantification of the cyclical and trend components (e.g.

by reducing the end-point problem). The improvements of this methodology are

amplified in the latest years of our time series, those of the recent global economic

crisis: a simple Kalman Filter applied on the full employment dataset tends to

underestimate the fall in the cyclical component of employment with respect to

our method. This result confirms how a methodology like ours is necessary to cope

with the structural changes in labor force due to the recent demographic and labor

market trends.
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Chapter 1

A new approach to Early

Warning Systems for smaller

European banks

1.1 Introduction

Models for the early identification of bank financial distress represent a useful tool

in the hands of the supervisor. They allow for timely intervention and in most

cases the triggering of policy actions before the financial situation of an institution

further deteriorates.

Existing early warning models are usually based on conventional modeling

techniques such as multivariate logit models, and are calibrated using only a very

small number of distress events.

With this work, we propose a two-fold innovation: first, creating a new def-

inition for distress event based on the Bank Recovery and Resolution Directive

(BRRD), we construct a sample of distress events over our dataset of small Eu-

ropean banks that is significantly larger than any other work in the literature.

Second, we propose a machine learning methodology to build a boosted decision

three, which notably improves the predictive performance with respect to the most

usual modeling techniques (we benchmark our decision tree with a logit estima-

tion).
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As said, our proposed approach in defining bank distress enlarges the usual

sample size of distress events and therefore improves the learning of the model.

We propose to classify banks as distressed based on the triggering of the BRRD's

early interventions measures and on its criteria for categorizing banks as failing or

likely to fail. Since this definition does not constitute the final stage of a bank's

failure, the system will predict the pre-failure stage early enough to allow the

supervisor to adopt preemptive measures to tackle the financial deterioration case.

This paper makes use of a decision tree model, a technique often applied in ma-

chine learning for classification problems, with the goal to construct a flexible and

interpretable signalling tools for banking supervisors. The proposed early warning

system (EWS) is able to predict individual bank distress events and identify which

variables are significant to identify cases of financial deterioration.

This theoretical framework is applied to a unique dataset of more than 3,000

small European banks, the so called Less Significant Institutions (LSIs1). The

EWS for LSIs (LSI-EWS) is built using three types of variables: bank specific

ones, banking-sector indicators and country-level macro-financial variables.

The remainder of this paper is organised as follows: section 1.2 introduces the

framework by analysing the European banking sector, section 1.3 summarises the

past relevant literature on the topic, section 1.4 describes the dataset used for

the estimation, section 1.5 presents the model and the main results, section 1.6

describes an extension of the model and section 1.7 concludes.

1.2 The European Banking System

The European banking system is extremely assorted and comprises institutions of

different size, scope and business model, which range from big globally significant

institutions (G-SIBs) to small local savings and cooperative banks. The banking

sector is composed of around 120 banks2 classified as significant, and supervised

at the European level by the European Central Bank (through its supervisory

branch, the Single Supervisory Mechanism, SSM), and more than 3,000 smaller

institutions classified as less significant (LSIs from here on), the direct supervision

1As defined by the Single Supervisory Mechanism of the European Central Bank.
2Data source: EU Banking Supervision Website.
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of which is left to the national competent authorities (but still conducted in close

collaboration with the ECB).

The vast majority of these small institutions is of two types, mutual savings

and cooperative banks. These types of banks originated in Europe between the

late 18th and early 19th Centuries, with the goal of offering banking services to

farmers, workers and small entrepreneurs, which at the time were facing extreme

difficulties to access credit.

Even though these types of bank business models are extremely diffuse through-

out Europe, the composition of the system of less significant institutions is un-

evenly distributed and notably concentrated in certain jurisdictions, namely Ger-

many, Austria and Italy. The main reason behind this is historical, as even though

most European countries have very deeply-rooted local systems of mutual savings

and cooperative banks, in some jurisdictions these smaller institutions are unified

in a single consortium or network (e.g. Credit Agricole in France or Rabobank in

the Netherlands), and therefore are considered as significant.3 As a consequence,

the sample of European less significant institutions is strongly polarised towards

a few countries, with Italy, Austria and Germany alone accounting for more than

80% of European LSIs.

This strong polarisation and the high absolute number of institutions raise

some questions on how to timely identify cases of financial distress even before or

as soon as they materialise, in order to give the supervisor enough time to inter-

vene. This paper proposes an innovative method to identify cases of financial dis-

tress, by developing a boosted decision tree model based on European supervisory

data, shaped in order to timely highlight - in the vast sample of Less Significant

Institution - which banks are in distress and should therefore be monitored more

closely.

3By the European supervisor, according to precise set of rules contained in the SSM ”Guide
to Banking Supervision:

https://www.bankingsupervision.europa.eu/ecb/pub/pdf/ssmguidebankingsupervision201411.en.pdf
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1.3 Literature Review

1.3.1 Early Warning Systems

Economics is only one of the disciplines that makes use of early warning systems,

as they are used in the most various subjects from disaster management for natural

events, to medicine for timely identification of diseases, to the world of social media.

Researchers in these subjects often borrow calculation and modelling techniques

from other disciplines like physics and engineering, the same approach we use here

with boosting decision trees and machine learning.

Our model is developed at the level of the single bank, an approach that differs

with the general strand of literature: in economics, in fact, much more diffused

are early warning systems to timely recognise signs of potential systemic risks, not

only in the banking sector but at the country level. It is the case for example of

Kaminsky (2000)'s seminal paper, developing an early warning model of financial

vulnerabilities by creating some composite indicators of financial distress, based

on the commonly shared hypothesis that economic distress and fragility of an

economy are good predictors of financial crises.

The literature on single indicators of financial distress is vast, and often exceeds

(or consciously diverges from) the scope of canonical early warning systems. A

fundamental reference on the topic is Kaminsky and Reinhard (1999), who focus

on currency crises. They adapt the methodology of Stock and Watson (1989)

for leading indicators to develop a first step in the design of an early warning

system that would help detecting a domestic financial crisis. The main signals are

indeed currency and exchange rate expectations, but the authors underline how

micro data on banking would be the natural complement of their analysis: they

find that currency crises deepen banking crises, and analyse the deep interlinkages

between these two sectors.

Focusing on models for banking crises, there is a tendency in the literature

to identify indicators signalling banking problems, rather than building a fully

specified model to predict bank distress. This is the case for example of Honohan

(1997), with the author proposing a set of variables, each of which with a threshold

that if exceeded can successfully predict a situation of bank distress. This appar-
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ently dogmatic approach however leaves room for the discretionary intervention of

the supervisor, the expert judgement procedure that is extremely common in this

strand of literature.

One of the first milestones in the literature on bank distress is represented

by the pioneering work by Sinkey (1975), who adapted Altman (1968) to predict

bank crises in a framework of multiple discriminant analysis. As outcome of the

model, the variables indicated as good predictors for bank distress are asset com-

position, loan characteristics, capital adequacy, sources of revenues, efficiency and

profitability.

Many of these variables correspond to the widely used CAMELS indicators,

initially published by the Federal Financial Institutions Examination Council in

1979 and further developed by the Federal Reserve in 1995. This set of indicators

represents a supervisory rating system to evaluate a bank's financial conditions and

operations, and is widely used in the literature on banking distress identification.

The indicators are:

• Capital adequacy,

• Asset quality,

• Management,

• Earnings,

• Liquidity,

• Sensitivity to market risk,

and represent a useful starting point for the variable selection of any banking

model.

Not surprisingly, the interest in the literature on predicting bank distress events

peaked after the 2007 financial crisis: Jin et al. (2011 and 2013) further developed

the CAMELS approach by complementing the six indicators with data on banks'

internal controls on risk-taking and audit quality variables, to find an improved

predictive rate. Cole and White (2012) found that measures of commercial real

estate investments are also relevant for predicting bank distress. We partly rely on
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this literature to construct the initial dataset for our boosted decision tree. We in

fact build the model using three sets of variabels: bank specific indicators, banking-

sector and country level macro-financial variables using the CAMELS approach as

one of our starting points.

As the occurrence of a crisis - no matter how it is defined - can be easily

described by a dummy variable, a common approach in the literature is to use

logit/probit models. Thomson (1992) and Cole and Gunther (1998) estimate logit

and probit models to show that vulnerability indicators covering the CAMELS

dimensions are good predictors of banking failures. This is indeed a valid method-

ology, that we use to benchmark our estimations via the decision tree.

1.3.2 Decision trees

Our early warning system is based on a boosted decision tree methodology. The

predictive performance of this technique is very high, both in and out of sample,

as demonstrated by the data on accuracy presented in section 1.5; moreover, this

methodology well handles missing values, a common issue in the early warning

literature (Mitchell 1997), and one of the main flaws in our dataset. Finally, the

boosted decision tree methodology is relatively transparent, and allows supervisors

to interpret the output tree and understand which indicators affect bank distress,

thus minimizing the risk of creating a black box model.

A decision tree is a classification technique commonly used in machine learn-

ing. The tree recursively identifies the significant indicators and their respective

thresholds which best split the sample into the pre-determined classes (in our case

distress and no distress).

More in details, a decision tree is a hierarchical model that identifies local

regions (leaf nodes) via a sequence of recursive splits. Starting from the root of

the tree, at each non-leaf node a test is run and a decision (one of the branches) is

taken, depending on the outcome of the test. This process is repeated recursively,

until a leaf node is reached; at that point the splitting stops, and the observation

si labelled with the value of the leaf node.

The splitting procedure simply defines a region of the n-dimensional input

space, where n is the number of distinct variables present in the tree; all the
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observations falling in the same localised region are given the same label by the

model.

Among all possible splits, the best one is taken. The goodness of fit is measured

in terms of purity and entropy (Quinlan, 1986). The purity of a node is a measure

of the quality of the split: a node is pure if after the split, for all branches, all

observations assigned to one branch belong to the same class. One possible way

to measure the (im)purity of a node is Entropy :

H = −
n∑
i=1

(Pilog2Pi) (1.1)

which is linked to the underlying probability of occurrence of value i : high

entropy indicates that all classes are (nearly) equally likely (high impurity), while

low entropy indicates that few classes are likely, and others are rarely observed

(high purity).

The concept that guides the choice of the split is the maximization of the

information gain, based on conditional entropy :

IG = H − (HL ∗ pL +HR ∗ pR) (1.2)

where H is the entropy of the parent node, HL is the entropy of the left node,

and pL is the probability that a random input is sent to the left node.

The final output of this recursive classification technique is a tree, illustrating

a set of if-then rules (decision nodes) to reach a final decision on the classification

(leaf nodes). In our case, for each bank, the classification starts from the root

decision node, and based on predictors values create a path along the tree untila

leaf node is reached, classifying if the bank is in distress or not.

1.4 Data, and the Sample of Distress Events

We use a dataset of supervisory data for around 3,000 European less significant

institutions.

In order for an early warning system on bank distress to be useful in practice

for the the supervisor and the policy maker, the recognition of the distress event
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must be timely enough to allow a buffer of time for intervention. If we consider the

failure or liquidation of a bank as triggering event, as often defined in the literature,

we lose the practical validity of the model, which would in turn be helpful only

for ex post calibrations. Moreover, bank failures in Europe are relatively rare, this

making the estimation of such an early warning system even more challenging.

We therefore relax the traditional hypothesis of considering only bank crises or

defaults as positive events in the sample (as e.g. done by Kaminsky and Reinhard

1999, who mark the beginning of a banking crisis by a bank run leading to closure,

merging or take-over by the public sector of a bank, or large-scale government

assistance), and instead consider all financial distress cases. By doing so, the

sample of distress events significantly grows in size, allowing us to obtain precise

estimations despite the short time horizon on which we span our model.

The large number of small institutions in Europe, together with the high quality

of our supervisory data allows us to build a large dataset of distress events; we

start by describing our relaxed hypothesis to identify bank distress events.

We use a mixed approach, and base our definition of distress on the Banking

Recovery and Resolution Directive complemented by one of the four conventional

types of financial distress in Betz et al. (2013), and end up with a database of more

than 350 distress events throughout a sample of only six quarters. We consider a

bank to be in financial distress if:

• It is deemed to be failing or likely to fail within the meaning of Article 32

of the BRRD. For categorizing a bank as failing or likely to fail, indicators

assessing whether a bank has breached the minimum capital requirements or

capital buffers are constructed;

• It meets the conditions for early intervention pursuant to Article 27 of the

BRRD. The triggers used to meet the conditions of early interventions consist

of indicators for assessing if a bank is close to breaching minimum capital

requirements;

• It is placed under special administration and/or is appointed of a temporary

administrator pursuant to Article 29 of the BRRD;
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• There is a rapid and significant deterioration of its financial situation ac-

cording to Article 96 of the Framework Regulation. This is based on expert

judgement by national central banks and in-house qualitative and data;

• One of the four types of conventional bank distress events proposed by Betz

et al (2013) (i.e. bankruptcies, liquidations, state interventions and forced

mergers) is met.

1.5 Methodology

1.5.1 Data pre-processing

Data pre-processing steps are required to ensure that unreliable and noisy data as

well as irrelevant and redundant information is eliminated prior to the modelling

phase. As such, the final training dataset used for the analysis is of high quality,

thus increasing the efficiency and performance of the final model. This represents a

key step in our process, as we start from the extremely vast dataset of supervisory

reporting consisting of more than 3,000 variables, and end up with a final sample

of only 12.

We start by cleaning the data, in order to eliminate incomplete or uninformative

data; many banks do not report some data points, mostly because they are not

relevant for them or do not apply to their business model. We therefore eliminate

variables for which the majority of values is missing, or where the variance across

the sample is close to zero. This first step already reduces the number of total

indicators to less than 500, this giving a hint of the importance of the data pre-

processing procedure.

The second step is a simple transformation of the data, with the goal of increas-

ing consistency and comparability across institutions. More than one accounting

standard coexists in Europe, this complicating the job of the supervisor; we ap-

ply a transformation technique, based on a mapping of these heterogeneous data

points to make different data sources somehow coherent. In a following stage, we

normalise our variables through the creation of ratios in order to increase compa-
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rability.4

We remove explanatory variables which are too highly correlated, using a simple

threshold of 0.9 and select the final set of indicators based on their ability to

predict distress. Variables are ranked according to their importance, captured by

the individual Area under the Receiver Operating Characteristic curve (AUC) for

each indicator; using this technique, we select the top 100 variables in terms of

predictive performance which we use as starting point for the boosted decision

tree.

1.5.2 Model and results

We employ Quinlan's C5.0 algoritm to build the classification tree model. The C5.0

algoritm is one of the most commonly used, as it is relatively fast and accurate,

as well as efficient in handling missing data and removing unhelpful attributes.5

In training the model, we select a number of specification options:

• We impose a relatively short prediction horizon (1-3 months ahead of distress

as starting point), given the short term (<1 year) scope of this EWS. By

considering pre-default events as target variable, we ensure that the system

has a forward looking perspective;

• We impose asymmetric misclassification costs when assessing the perfor-

mance of explanatory variables: we consider Type I errors (missing a distress

events) to be twice as costly as Type II errors (issuing a false alarm). In

principle, this assumes that when faced with a tradeoff of issuing more false

alarms or missing a distress event, the policymaker would take a conservative

stance and choose the former;

• To increase the robustness of simple decision trees (which is relatively low, as

udnerlined by Alessi and Detken (2014), who use a Random Forest method

4The full list of variables and the mapping of different accounting standards is available in
Annex 1.9.

5For a literature review of Data Mining Algoritms see Wu et al. (2008). The relative R
environment used in this paper refers to Kuhn et al. (2015).
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to overcome the problem), we employ a boosting technique á la Freund et al.

(1999) to identify which variables to include in the final version of the tree.6

• As there is no univocal rule to choose one particular tree among the es-

timated ones, we use the boosting technique to simulate the creation of a

large number of trees, and select the 20 variables that rank highest as of

importance (measured in terms of how often they appear in the trials).

• We complement the variable selection with both expert judgement and quan-

titative measures: in particular, for evaluating the performance of the model,

we rely on the area under the Receiver-Operating-Characteristic curve (AUC)

and Cohen's kappa statistic, both standard measures of accuracy in the early

warning system literature (e.g. Peltonen at al. (2015)).

The final tree is composed of 19 nodes, covering 12 different explanatory vari-

ables, and is represented in Figure 1.2.7

The variables included in the model are:

• Adjusted profitability;

• Non-performing loans (NPL) ratio;

• Non-performing loans coverage ratio;

• Deficit-to-GDP ratio;

• GDP growth;

• Liquidity coverage ratio (LCR);

• Leverage ratio;

• Equity exposures;

6Boosting is a technique for generating and combining multiple classifiers to improve the
predictive accuracy of the model. Instead of using a single tree, n separate decision trees (trials)
are grown and combined to make predictions. The error rate of the boosted classifier is often
substantially lower than that of single trees.

7Please note that the trees represented in this version of the paper are somehow anonymised,
i.e. without the precise splitting thresholds of each node.
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• Exposures in default;

• Two proxies for market risk;8

• Membership in an institutional protection scheme (IPS),

The indicator of the parent node is profitability, adjusted for the different ac-

counting standards of the banks in the sample. The node splits the banks between

profit (right branch) and loss (left branch) making. The remaining variables are

a mix of macro-economic indicators (deficit-to-GDP ratio, and real GDP growth)

and banking indicators covering the most important risks: credit (non-performing

loans ratio, non-performing loans coverage ratio, exposure in default), liquidity

(liquidity coverage ratio), market (captured by the sum of trading financial assets

and financial liabilities held for trading over total asset and net gains on financial

assets and liabilities held for trading over total operating income), capital (leverage

ratio and equity exposure), together with the qualitative information of whether

a bank is member of an institutional protection scheme (IPS).

In the framework of supervised learning, the role of our tree is not only to

find an efficient method to identify which banks are in financial distress, but also

to suggest which variables are significant and how they model the distress. In

this perspective, it is interesting to analyse the main paths through the tree: if

a bank is making profits (parent node to the right), profitability is likely to not

be an issue, and the model suggests to investigate credit risk (first node to the

right is the NPL ratio). If credit risk is deemed as material, i.e. if the bank has

a high level of non-performing loans, the model moves to analyse whether these

NPLs are covered by sufficient allowances. On the other hand, for banks with low

non-performing loans (NPL ratio node to the left), market risk becomes relevant

in capturing distress: this is intuitive, as banks strongly relying on income from

market activities are subject to higher volatility and potential distress, especially

in countries with fragile economic fundamentals (high level of deficit over GDP

ratio).

On the opposite side of the tree, if a bank is deeply unprofitable (parent node

to the left, first node to the left), if it is operating in a country with a low growth

8The sum of trading financial assets and financial liabilities held for trading over total assets,
and net gains on financial assets and liabilities held for trading over total operating income.
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of GDP it is automatically labelled as being in distress. When instead the bank

has relatively high equity exposures combined with a weak LCR ratio, then the

distress will be determined by the eventual membership in an IPS; Institution

Protecting Schemes in fact protect banks from financial distress, therefore making

member institutions less vulnerable. Finally, for moderately unprofitable banks,

the economic conditions of the country in which they operate (proxied by deficit

over GDP) and the leverage ratio indicate whether a bank is in distress or not.

The predictive performance of the model is very high, both in and out of

sample. As depicted in Table 1.1, in the training data the true positive rate is

0.89, while the false positive rate (Type II error) and false negative rate (Type

I error) equal 0.01 and 0.11, respectively. The AUC is 0.95, much closer to the

unity value of a perfect classifier, than to the 0.5 value of a purely random one.

The Cohens kappa statistic is also high, at a value of 0.89. The out of sample

performance (25% of the initial observations) is also satisfactory, with an AUC

of 0.92 and a Cohens kappa statistics of 0.80. Type I and II errors are therefore

comparable to the in-sample error rates, and remain at adequately low levels.

Table 1.1: Validation Results Full Sample

Measures In Sample (train) Out of Sample (test)

Type I error rate 0.01 0.03

Type II error rate 0.11 0.10

AUC 0.95 0.92

Cohen’s Kappa 0.89 0.80

It is useful to remark how the model is estimated by introducing an unbalance

between level-1 and level-2 errors: false positives are in fact considered to be less

problematic than missed distress events, and therefore weight half.

We benchmark the results of our boosted decision tree model with a simple

Logit regression, an approach typical in the literature of predictions on a categor-

ical target variable (in our case the binary event of a bank financial distress).

We automatically select the variable via a LASSO regression (Tibshirani, 1996)

in order to prevent overfitting, and for the sample preparation follow the same steps
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of the decision tree.

The results are still quite accurate, but the Logit model misses many more

distress events than the decision tree. The Logit is in fact significantly more

sensitive to missing values, and therefore fails to detect distress events relative to

institutions reporting a sufficient number of NAs, unlike the decision tree.

Table 1.2: Validation Results Logit Model

Measures In Sample (train) Out of Sample (test)

Type I error rate 0.01 0.02

Type II error rate 0.18 0.19

AUC 0.95 0.90

Accuracy 0.97 0.97

1.6 Model Extension

1.6.1 Composition of the sample

As explained in details in section 1.2, the European banking system, (and in

particular the sample of the so called less significant institutions, on which we base

our sample and create the model) is very peculiar. The vast majority of them are

simple retail banks, strongly rooted in the territory, mostly taking deposits from

local customers and giving mortgages to families and loans to SMEs. Regarding

the jurisdiction in which they operate, more than half of the banks in our sample

are German. Germany and Austria alone account for two thirds of the whole

dataset. The sample is therefore extremely polarised towards one business model

and two jurisdictions.

On the other hand, the rest of the dataset is composed of banks that are ex-

tremely different from these simple and relatively small retail lenders, and very het-

erogeneous among them: it comprehends institutions from 17 other jurisdictions,

and with business models ranging from investment banks, custodians, payment

system banks, specialised finance institutions (e.g. banks focused almost entirely

on car financing operations).
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This has two straightforward consequences: first, the strong heterogeneity in

the sample implies that it is mostly retail lenders that shape the model, which

therefore performs worse on the other business models (it misses 9% of distress

events for retail lenders, and 25% for other business models). Second, the remain-

ing part of the sample is not only small, but also extremely heterogeneous in its

composition: we have more than 10 different business models in the less than 10%

of banks that are not simple retail.

As a consequence, we here develop a model for a sample including only retail

lenders. We therefore exclude all other business models, and try to derive some

new insights.

1.6.2 A tree for retail lenders

We here describe how the model changes, if we only consider retail lenders in the

sample.

These banks represent mode than 90% of the initial sample, and most of them

are quite homogeneous in terms of activities: they are focused on lending to the

retail sector, with their lending portfolio usually strongly polarised towards resi-

dential real estate lending, sometimes complemented by lending to the so called

SMEs (small or medium size enterprises). The main source of funding is often

represented by the deposits of that same base of retail clients, and a variable part

from the wholesale sector. Their main source of income is usually interest income,

coming from the spread between the rate on loans and cost of funding, together

with income from fees and commissions, mostly stemming from fees coming from

their lending activities.

The result of this ad hoc analysis can be found in Figure 1.3, in the form of a

boosted decision tree model.

It appears quite clearly that the tree for retail lenders is significantly simpler

than the one run over the whole sample. This is because part of the sample

variation was manually excluded, and throughout the new sample banks tend to

be similar and share many features.

The variables included in the model are a subsample of those in the tree from

the previous section, and include:
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• Adjusted profitability;

• Bank leverage;

• NPL Ratio;

• Allowances for NPLs;

• Exposure in default;

• A proxy for trading income9.

Once again, adjusted profitability represents the parent node. To the left,

profitability is still the best predictor and splits institutions into poorly - which

are immediatly labelled as distressed - and extremely poorly profitable - for which

more splits are needed. We interpret this apparently counterintuitive result as

follows: first, profitability is taken in its absolute value and not normalised terms

(as e.g. return on equity or return on assets): the size of the bank could therefore

play a role in this split10. Second, our hypothesis is that the model is able to

capture the fact that a strongly negative profitability could be artificial, as in the

example of a bank with a strong negative one-off effect (take for example the cases

of Unicredit or Deutsche Bank in 2016), but relatively healthy otherwise.

Following this path, the model in fact moves to analyse trading income and

leverage ratio, as if it focused on understanding whether the strongly negative prof-

itability came from a bank with high variability in the profits. This is accounted

together with equity exposure and NPL ratio that, if high, represents a strong sign

of financial distress for a bank with low profitability.

On the other side, the tree broadly follows the model developed in section 1.5.2:

once profitability is high, the most relevant variable is the NPL ratio. If this is

high, then we look at the coverage on these loans, and so on (continuing with

equity exposure and market risk).

Institutions are however split unevenly across the model: one leaf nodes contain

a vast majority of banks. For non-distressed institutions, the node representing

9In particular, the ratio between net gains from financial assets and liabilities held for trading
and total operating income.

10We extensively tried models with normalised indicators of profitability, but found that the
absolute adjusted level was steadily the best predictor.
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medium to high adjusted profitability and low level of non-performing loans con-

tains a large part of the sample. This is a result that is in line with our expectations,

as these are two clear signs of a bank with a healthy business.

Table 1.3: Validation Results Retail Lenders

Measures In Sample (train) Out of Sample (test)

Type I error rate 0.01 0.01

Type II error rate 0.10 0.15

AUC 0.95 0.94

Cohen’s Kappa 0.91 0.86

1.7 Conclusions

This paper develops an innovative model to identify cases of bank financial distress,

using a subsample of 3,000 small European institutions11 for a time period of six

quarters (between 2014 and 2016).

We build a sample of distress cases based on the BRRD regulation, to early

detect future cases of financial deterioration rather than simply referring to banks

that are already in or close to default. With a broad definition of financial dete-

rioration, our sample of distress events is significantly larger than any other work

in the literature, despite a relatively short time series of data.

On this sample we construct a boosted decision tree model, which accurately

classifies banks into distressed or non-distressed; the prediction horizon of the

model is one-three months, a time span that would in our view give the supervisor

enough time to trigger supervisory action.

We find that the predictive power of our model is extremely high, and the deci-

sion tree steadily outperforms the Logit approach, the most widely used method-

ology to predict binary classifications which we use as benchmark.

As a final remark, further extensions of this work should go in the direction

of increasing the prediction horizon (currently 1-3 months), and could include the

11Excluding the so called Significant Institutions, as defined by the SSM.
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development of an ad hoc tree for each business model. Unfortunately, the data

does not allow us to do this, yet, as given the polarisation of the dataset towards

retail lenders, the sample of remaining business models is simply not numerous

enough to allow for a proper estimation.

Moreover, once the time series of the model will be long enough, it will be

interesting to analyse the changes in the business models of the banks; this could

be achieved in two ways: first, by re-estimating the model to understand how the

environment changed, and what new variables contribute to describing the business

of an institution; second, by conducting a case-by-case analysis for institutions for

which the model changes classification: in this way, it would be possible to get some

insights on how the changes in monetary policy and the economic environment

influence the behaviour of banks (think for example of the current prolonged period

of low interest rates, which might be pushing retail banks that see their interest

margins eroded into finding new sources of income).

Finally, we plan to develop a new model able to identify the severity of bank

distress events. In order to do so, we will buikd a multi-class target model to

classify distresses as Mild, Moderate and Severe. Such classification would be

important for supervisors in order to efficiently allocate resources and improve

financial surveillance.

1.8 Appendix A: A Tree for Business Model Clas-

sification

As annex to this chapter we present a first further extension of this work, the

development of a boosted decision tree to classify banks according to their business

model.

In order to isolate retail lenders from the rest of the sample, we divide the

institutions in the dataset into different business models. Following Roengpitya

et al. (2014), we split banks into four business models: retail lenders, wholesale

lenders and capital market-oriented institutions (then further split into investment

banks and custodians/asset managers). The business lines of retail lenders have

already been discussed in details; wholesale lenders mainly differ from the retail
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ones for their source of funding, mainly corporate; capital market-oriented banks

represent in our case a residual and quite heterogeneous category: this group

includes not only pure investment banks, but also other institutions whose main

income sources are fees or trading.

Rather than simply splitting the model into the various bank types, once again

we let the data speak and develop a boosted decision tree model, to understand

which variables are relevant and which are the business lines that help sort the

institutions.

The variable selection process is similar to the one employed in the decision tree

developed in section 1.5.2, but the initial sample of variables is much smaller. In

order to understand the business model of an institution, from the initial sample

of variables we drop the indicators that Roengpitya et al. (2014) call outcome

variables, i.e. those whose outcome is independent of the institutions (e.g. all

variables from the statement of profit and loss), and focus on those that derive

from precise strategic choices of the bank (like the composition of the balance

sheet). For the analysis of the full set of indicators considered in the dataset refer to

Appendix 1.9; the final set of variables included in the model comprises: complexity

(proxied by the percentage of credit risk exposures over total risk exposures), total

deposits (over total assets), total household deposits (over TA), total loans (over

TA), impairments (over TA), total costs (over TA), and financial liabilities held

for trading.

Table 1.4: Validation Results Retail Lenders

Measures In Sample (train) Out of Sample (test)

Accuracy 0.98 0.94

Multiclass AUC 0.84 0.77

Cohen’s Kappa 0.91 0.64

The performances of this model are somehow lower with respect to the ones

of the previous sections, as not only the initial set of variables is limited (as said,

we only include variables that are clear strategic choices of the bank, and exclude

all the others), but also the classification is performed into four classes instead of
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two. The results are still satisfying, and we briefly describe them below.

By analysing the composition of the decision tree, we can trace the main fea-

tures characterising the business model of a bank: credit risk as a minor share of

the business is a strong indicator of a capital market-oriented institution, while

retail banks tend to be on the right side of the tree, among the less complicated

ones.

Figure 1.1: Distribution of Credit Risk Exposures and Household Deposits

The vast majority of Retail Lenders are captured by the node to the far right,

i.e. relatively low complexity and high household deposits. This node identifies

very precisely the business model of retail lenders, four fifths of which are classified

here. As a consequence, the rest of the nodes containing Retail Lenders (in light

green in Figure 1.4) include a rather small number of banks with peculiar businesses

(the only other node with a relatively high number of Retail Lenders is that with

medium household deposits, a high level of total costs and low trading income).

Wholesale lenders tend to be relatively more complex (so with a significant

share of risk not coming from credit) and small in size, with a medium to low

share of household deposits (from which a low level of non-performing loans), and

a more efficient cost structure.

With such a small number of variabels analysed, the difference between Invest-

ment and Custodians / AMs can be subtle, and at times even the model fails to

detect the distinction between the two business models. The majority of misclas-
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sifications comes in fact from here. However, Investment banks in our sample are

complex, do not raise much funding through household deposits (and therefore

generally do not face a high level of NPLs) and are relatively small in size (our

sample is limited to European banks below 30 bln e of total assets).

Similarly, Custodians and Asset managers have a low level of household de-

posits (and of NPLs), have a high level of own funds and are complex (generally

more than Investment banks; the nodes indicating Investment institutions in the

right part of the tree are quite small in number) as they tend to get a significant

part of their income from trading.

1.9 Appendix B: List of Variables Used in the

Model

1.9.1 Full Sample Decision Tree

• Adjusted profitability: {F02.00; R670; C010} + (flow from hidden reserves,

internal data reference) + (funds from general banking risks, internal data

reference);

• Bank leverage: {C45.00.b; R180; C040};

• Non-performing loans (NPL) ratio: ({F18.00.a; R070 + R250; C060} -

{F18.00.a; R100 + R280; C060}) / ({F18.00.a; R070 + R250; C010} -

{F18.00.a; R100 + R280; C010});

• Deficit-to-GDP ratio: ECB Statistical Data Warehouse (SDW);

• Real GDP growth: ECB Statistical Data Warehouse (SDW);

• Liquidity coverage ratio (LCR): internal data reference;

• Equity exposures: (C07.00a; R070; C010; 016 + C10.01.a; R020 + R050;

C060) / (C07.00a; R070; C010; 001 + C08.01a; R020; R020; 001 + C08.01a;

R020; C020; 002);
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• Allowances for NPLs: ({F18.00.B; R070+R250; C150} - {F18.00.B; R100

+ R280; C150}) / ({F18.00.A; R070 + R250; C060} + {F18.00.A; R100 +

R280; C060});

• Exposure in default: {C07.00.a; R010; C010} + {C08.02; C020};

• Net gains from financial assets and liabilities held for trading over total

operating income: (F02.00; R280; C010 + F02.00; R285; C010) / (F02.00;

R355; C010);

• Sum of financial assets and liabilities HFT over total assets: (F01.01; R050;

C010 + F01.01; R091; C010 + F01.02; R010; C010 + F01.02; R061; C010)

/ (F01.01; R380; C010);

• Membership in an institutional protection scheme (IPS): qualitative variable.

The list of variables is not provided for the retail lenders tree, as it is a subsample

of the above.

1.9.2 Business Model Classification Decision Tree

When trying to identify the business model of an institution, we look at variables

from all the following dimensions:

• Size: total assets as {F01.01; R380; C010};

• Complexity: credit RWA over total RWA as {C02.00; R040; C010} / {C02.00;

R010; C010};

• Trading: financial liabilities held for trading over total liabilities as: {F0102;

R010; C010} / {F0102; R300; C010}

• Cost structure: total costs over total assets as: {F0200; R360 + R390; C010}
/ {F01.01; R380; C010}

• Own funds: earnings over own funds as {C0100; R130; C010} / {C0100;

R010; C010};
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• Liabilities:

– Total deposits over total assets as: {F0801a; R050; C010 + C020 +

C030} / {F01.01; R380; C010}

– Household deposits over total deposits as: {F0801a; R310; C010 + C020

+ C030} / {F0801a; R050; C010 + C020 + C030}

• Exposures: total loans non performing over total loans as: {F1800a; R070

+ R250; C060} / {F1800; R070; C010}.

32



Bibliography

[1] Alessi L. and Detken C. , 2014, Identifying Excessive Credit Growth and Lever-

age, ECB Working Paper n.1723.

[2] Alpaydin E. I., 2010, Introduction to Machine Learning, 2nd Edition, The MIT

Press.

[3] Altman E. I., 1968, Financial Ratios, Discrimimant Analysis and the Predic-

tion of Corporate Bankruptcy, The Journal of Finance, 23, 589-609.

[4] Altman E. I., Marco G., and Varetto F., 1994 , Corporate Distress Diagno-

sis: Comparisons Using Linear Discriminate Analysis and Neural Networks,

Journal of Banking and Finance, 18, 505-529.

[5] Atiya A., 2001, Bankruptcy Prediction for Credit Risk using Neural Networks:

A Survey and new Results, Transactions on Neural Networks, 12(4), 929-935.

[6] Betz F., Opric S., Peltonen T. A., and Sarlin P., 2014, Predicting Distress in

European Banks, Journal of Banking and Finance, 45, 225-241.

[7] Boritz, J. E. and D. B. Kennedy, 1995, Effectiveness of Neural Network Types

for Prediction of Business Failure, Expert Systems with Applications, 9(4),

95-112.

[8] Cole, R. A., and J. Gunther, 1998, Predicting Bank Failures: A Comparison of

on- and off- site Monitoring Systems, Journal of Financial Services Research

13(2), 103-117.

33



[9] Cole, R. A. and L. J. White, 2012, Deja Vu all over again: The Causes of U.S.

Commercial Bank Failures this Time Around, Journal of Financial Services

Research 42(1-2), 5-29.

[10] , Flannery M. J., 1998, Using Market Information in Prudential Bank Super-

vision: A Review of the U.S. Empirical Evidence, Journal of Money, Credit

and Banking, 30(3), 273-305.

[11] Freund, Y., Schapire, R., and Abe, N., 1999, A Short Introduction to Boosting,

Journal-Japanese Society For Artificial Intelligence, 14, 771-780, n.1612.

[12] Frydman H., Altman E. I. and Kao D. L., 1985, Introduction Recursive Par-

titioning for Financial Classification: The Case of Financial Distress, Journal

of Finance, 40(1), 269-291.

[13] Gaytn A. and Johnson C. A., 2002, A Review of the Literature on Early

Warning Systems for Banking Crises, Central Bank of Chile Working Papers

n.183.

[14] Gepp A., Kumar K. and Bhattacharya S., 2010, Business Failure Prediction

using Decision Trees, Journal of Forecasting, 29(6), 536-555.

[15] Gepp A. and Kumar K., 2015, Predicting Financial Distress: a Comparison of

Survival Analysis and Decision Tree Techniques, 11th International Conference

on Data Mining and Warehousing.

[16] Gonzlez-Hermosillo M. B., 1999, Determinants of ex-ante Banking System

Distress: a Macro-micro Empirical Exploration of some Recent Episodes, In-

ternational Monetary Fund.

[17] Honohan P., 1997, Banking System Failures in Developing and Transition

Countries: Diagnosis and Predictions, BIS Working Papers n.39.

[18] Jin, J., K. Kanagaretnam, and G. Lobo, 2011, Ability of Accounting and Audit

Quality Variables to Predict Bank Failure During the Financial Crisis, Journal

of Banking & Finance 35(11), 2811-2819.

34



[19] Jin, J., K. Kanagaretnam, G. Lobo, and R. Mathieu, 2013, Impact of FDICIA

Internal Controls on Bank Risk Taking, Journal of Banking & Finance 37(2),

614-624.

[20] Joos P., Vanhoof K., Ooghe H. and Sierens N., 1998, Credit Classification:

a Comparison of LOGIT Models and Decision Trees, Proceeding Notes of the

Workshop on APplication of Machine Learning and Data Mining in Finance,

59-72.

[21] Kaminsky G. L., 1999, Currency and Banking Crises: the Early Warning of

Distress, IMF Working Paper, WP/99/178.

[22] Kaminsky G. L. and Reinhart C. M., 1999, The Twin Crises: the Causes of

Banking and Balance-of-Payments Problems, The American Economic Review,

v.89 n.3, 473-500.

bibitemkohavi:02 Kohavi R. and Quinlan R., Decision Tree Discovery, in Hand-

book of Data Mining and Knowledge Discovery, 267-276, Klosgen & Zytkow,

Oxford University Press, Oxford.

[23] Kuhn M., Weston S., Coulter N., and Culp M., 2015, C5.0 Decision Trees

and Rule-Based Models.

[24] Meyer P. A. and Pifer H. W., 1970, Prediction of Bank Failures, Journal of

Finance, 25(4), 853-868.

[25] Mitchell T., 1997, Machine Learning, 1st edition, McGraw-Hill, New York.

[26] Ng G. S., Quek C. and Jiang H., 2008, FCMAC-EWS: A Bank Failure Early

Warning System based on a Novel Localized pattern Learning and Semantically

Associative Fuzzy Neural Network, Expert Systems with Applications, 34(2),

989-1003.

[27] Peltonen, T. A., Piloiu, A., and Sarlin, P., 2015, Network Linkages to Predict

Bank Distress, ECB Working Paper Series, n.1828.

[28] Quinlan J.R., 1986, Induction of Decision Trees, Machine learning 1, 81-106.

35



[29] Roengpitya R., Tarashev N. and Tsatsaronis K., 2014, Bank Business Models,

BIS Quarterly Review, December 2014.

[30] Sinkey, J. F., 1975, A Multivariate Statistical Analysis of the Characteristics

of Problem Banks,The Journal of Finance, 30(1), 21-36.

[31] SSM, 2014, Guide to Banking Supervision.

[32] Stock J. H. and Watson M., 1989, New Indices of Coincident and Leading

Economic Indicators, National Bureau of Economic Research Macroeconomics

Annual 1989, NBER.

[33] Tibshirani R., 1996, Regression Shrinkage and Selection via the LASSO, Jour-

nal of the Royal Statistical Society Series B, 58(1), 267-288.

[34] Thomson, J. B., 1991, Predicting Bank Failures in the 1980s, Economic

Review-Federal Reserve Bank of Cleveland, 27(1), 9.

[35] Wu, X., Kumar, V., Quinlan, J. R., Ghosh, J., Yang, Q., et alii, 2008, Top 10

Algorithms in Data Mining, Knowledge and Information Systems, 14(1), 1-37.

36



F
ig

u
re

1.
2:

B
o
os

te
d

d
ec

is
io

n
tr

ee
fo

r
fu

ll
sa

m
p
le

37



F
ig

u
re

1.
3:

B
o
os

te
d

d
ec

is
io

n
tr

ee
fo

r
su

b
sa

m
p
le

of
R

et
ai

l
L

en
d
er

s

38



F
ig

u
re

1.
4:

B
o
os

te
d

d
ec

is
io

n
tr

ee
fo

r
B

u
si

n
es

s
M

o
d
el

C
la

ss
ifi

ca
ti

on

39



Chapter 2

Embedding Liquidity Information

in Estimating Potential Output

2.1 Introduction

The output gap is a fundamental concept in modern macroeconomics. Its relation

with inflation is embedded in one of the three equations of the so-called New

Consensus Macroeconomics, while governments and Central Banks make many

policy decisions based on the deviations of actual output from its potential. While

in the long run a faster growth of potential output corresponds to a growing path

of actual output, in the short run policy makers have to analyze whether the

output gap is due to desired responses of the economy to shocks, or to undesirable

deviations from the optimal path. The issue of how to measure and estimate the

output gap is therefore of primary importance.

Despite having a relatively simple definition (the gap is the difference between

actual and potential output), there are many difficulties that impede its estimation:

first and foremost, potential output is not observable, not even ex post. The debate

on how to calculate it regards both the statistical and the conceptual level: from

the one side researchers debate on which is the best way to estimate potential, from

the other some argue that more information should be included in the estimation

process.

In this work, we first describe the main issues in the estimation process, and
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then - taking Borio et al. (2013) as a reference - study how to further improve the

output gap estimation methods. In a state-space modelling framework, in which

the state equation is augmented to include some proxies for the financial cycle,

we build a ”finance neutral” version of potential output which is more robust and

reliable than some of the most typical estimation methodologies in the literature.

We however find that our model differs across jurisdictions, and obtain the best

results when tailoring a ”country specific” version of potential output.

2.2 The Crisis of the Phillips Curve and the Fi-

nancial Cycle

The output gap appears to be a simple concept: it is the difference between actual

and potential output. It assumes positive values when periods of strong demand

drag the rate of utilization of capacity up, and falls below zero when demand

decreases below the level which could be potentially achieved with the existing

production capacity.

Calculating potential growth is a primary issue for policy makers: they make

policy decisions based on these estimates. Estimates of the output gap are used

for macroeconomic forecasts, provide a reference to analyze inflationary pressures

(which are linked to a positive value of output gap), and form an indicator to

locate the economy in the business cycle.

2.2.1 Conceptual Issues

As of today, researchers still debate about the concept of potential output. First

and foremost, there is not a clear and widely accepted definition of it: in a too

narrow perspective, some refer to it as the highest level of GDP not causing in-

flationary pressures (non-inflationary output gap). Following a similar definition,

some international institutions define it as the level of output corresponding to

the NAIRU (Non-accelerating inflation rate of unemployment); another concept is

that of sustainability, with researchers referring to the level of output sustainable

by the economic structure. However, being estimated using economic modeling

theory, this view is clearly too model-dependent. Even though standard macro

41



models recently tend to agree on defining potential output as that corresponding

to full employment, or when prices are fully flexible, the debate is still open and

there is no agreement nor a precise and shared definition of potential output.

Second, its estimation presents different problems, and researchers do not agree

on how to measure it. Not even the IMF or the ECB have an official method to

compute it. Its estimation is usually computed by smoothing out business cycle

fluctuations by measuring the trend component in the actual GDP series. However,

even if there exist reliable statistical tools to isolate the cycle, estimating potential

output in real-time brings poor results, since the trend can be estimated only

relying on past data.

Clearly, neither rough information about real-time potential output nor pre-

cise information about past estimates are useful, so researchers debate on how to

increase the accuracy of real-time measurements.

Potential GDP is strongly data-dependent, and very sensitive to the inclusion

of new data. There is little doubt that in the years before the recent crisis many

economies were running above potential (US surely was, after ex-post potential

output revisions, Gavin, 2012), but the level of inflation remained low for a pro-

longed period of time (which is also one of the reasons why the non-inflationary

view of potential output is addressed as too narrow). When dealing with such

an imprecise and not robust estimate there seems to be an underlying problem,

either in the statistical method used or in the validity of the relation estimated.

The conceptual relationship between potential output and inflation implied by the

Phillips curve is strong, despite the recent flattening.1 So if the estimates of po-

tential output are as we argued (ECB, 2009), then the problem must be in the

method used to measure it.

2.2.2 Methodological Issues

Even though in the last few years the research on the estimation methodologies has

partly moved from the academic community to international institutions, there is

still not a widely accepted way of calculating potential GDP.

Researchers in the literature adopt two different approaches to estimate po-

1The higher output gap, the stronger inflationary pressure on prices, and vice-versa.
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tential GDP: on the one hand there are univariate statistical approaches, which

usually consist of filtering out the trend component from the cyclical one; on the

other there are the structural approaches, which derive the estimates directly from

the theoretical structure of a model.2 The most widely used univariate statisti-

cal approaches are the H-P filter (Hodrick Prescott, 19973), the Beveridge-Nelson

decomposition,4 and the Baxter-King filter.5

Despite being simpler than structural approaches, these methods all suffer from

the so called end-point problem: they are extremely sensitive to the addition of

new data and to real-time data revisions.

The alternative to univariate statistical methods are structural approaches,

which are based on the implications and restrictions of the models built; these

measures do not suffer from the end -point problem, but vary greatly across models.

It is also common to find hybrid approaches, mixing the two perspectives to-

gether. For example the OECD uses a method which stands somewhere in between

a univariate approach (mainly the H-P Filter) and a model-built measure (relying

on some economic relations to calculate for example the NAIRU6) to calculate

trend participation rates, trend hours worked and trend total factor productivity

2We could also identify simple trend models, which assume the trend component to follow a
particular function of time, for instance linear in logs as

ln(Yt) = α+ βt+ εt (2.1)

3This method estimates an unobserved variable and consists of solving a simple minimization
of an objective function of the form

Min

T∑
t=1

(yt − y∗t )2 + λ

T−1∑
t=2

[(y∗t+1 − y∗t )− (y∗t − y2t−1)]2 (2.2)

Implying a trade-off between goodness of fit to the actual series (first term) and degree of
smoothness of the trend series (second term).

4Which extracts cycle and trend from a series by imposing restrictions: cycle and trend are
assumed to be negatively correlated, and trend is assumed to follow a random walk path.

5Which in order to isolate the business cycle removes from the data both low and high fre-
quencies: it filters out irregular high-frequency components and slow moving trend components.

6Non-Accelerating Inflation Rate of Unemployment, referring to some sort of modernization of
the concept of Natural Level of Unemployment, the level of unemployment below which inflations
pressures arise.
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(Cotis et al., 2004).78

Around ten years ago the European Union changed its method of computing

potential output to one very close to the OECDs (Denis et al., 2002) using a

Cobb-Douglas production function with an exogenous trend.

The International Monetary Fund does not have an official method for com-

puting potential output, and every country desk decides which measure fits best.

The most common IMF approach uses a production function approach, with as-

sumptions that vary greatly across countries, but discretion is left to the country

desks which can decide otherwise.9

The different approaches of supra-national institutions can be very different,

but generally share a common basis: the concept of a macroeconomic production

function, which splits the contributions to potential output between changes in

the use of the key inputs of capital and labor in the economy, and changes in

their productivity what is usually called Total Factor Productivity (TFP). This

last measure is a good indicator of technological progress and innovation of the

economy.

2.3 A New Way of Thinking Potential Output

If one analyzes how many factors and determinants contribute to build the poten-

tial output of an economy, it appears that the statistical measures developed up to

now (and in particular the univariate ones) are too simplistic and unsatisfactory.

The evolution of output gap depends directly on supply conditions: in the

short run potential fluctuates because of variations of the endowment of the econ-

omy, the key inputs of capital and labor, and of their productivity and degree

of utilization. These factors are, in turn, directly linked to labor market trends,

technology innovation, and variations in the degree of investment. In the long

run, the capacity of an economy is shaped by its legal, institutional, and economic

framework: not only its set of laws, its tax system, its market regulations, the

7This method, however, is highly correlated to an output gap estimated by using the H -P
filter (correlation close to 0.9 for all the G7 countries, apart from Germany for which it is 0.4.

8This method is explained in details in Giorno et al., 1995.
9For instance among the methods chosen for the United States we find the HP filter, the split

time trend, the band pass filter.
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stability of its monetary system and the efficiency of its responses, but also the

quality of its educational system, demographic factors, financial market trends and

many other features. Thus, in the long run potential output depends on the level

of development of the country.

In the most simplistic way, potential and actual output differ when potential

and actual production differ. In the literature, the benchmark for the sustainability

of the path of output is inflation; however, this view is too narrow since inflation

can remain low for a prolonged period of time, even though output is following an

unsustainable growth path (as the recent economic crisis has shown).

Output gap is not measureable directly, and the contribution of all these fac-

tors cannot be quantified with certainty. Moreover, potential output depends on a

large number of different factors, which contribute in different directions and with

different magnitudes to modify its path. The reasoning that wider ideas of poten-

tial output and output gap are desirable, especially those embedding information

about the financial cycle, is thus straightforward.

In a recent paper, Borio et al. (2013) developed an innovative way to em-

bed more information in the estimation process for potential output. We quickly

summarize their methodology:

They start with a state space model of the form:

∆y∗t = ∆y∗t−1 + ε0,t (2.3)

yt = y∗t + ε1,t (2.4)

In this simple representation, which specifies output gap for the standard HP

filter, the difference between actual and potential output is just a normally dis-

tributed error term.

The basic model can be rewritten in companion form as:

 y∗t

y∗t−1

 =

 2 −1

1 0


 y∗t−1

y∗t−2

+

 ε0,t

0

 (2.5)
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yt =
(

1 0

) y∗t

y∗t−1

+ ε1,t (2.6)

Where

Q = E


 ε0,t

0

( ε0,t 0

) =

 σ2
0 0

0 0

 (2.7)

R = E [ε1,tε1,t] = σ2
1 (2.8)

where yt = ln(Yt) is the natural logarithm of real GDP, and ε0,t and ε1,t are

assumed to be two normally and independently distributed error terms with mean

zero and unknown variances σ2
0 and σ2

1 , respectively. The ratio between the

variances of the error terms in the state and measurement equation is nothing but

the lambda term of the HP filter (the so called noise-to-signal-ratio) λ = σ2
1/σ

2
0,

which is set to 1600, as usual for quarterly data.

The idea of Borio, Disyatat and Juselius to enrich this estimate, is to apply the

Hodrick-Prescott filter by means of a Kalman filter, including in the model some

proxies for the financial cycle.

In order to include information about the financial cycle in the estimates of the

output gap, the authors augment equation (2.4) with a vector including additional

variables:

yt = y∗t + γ
′
xt + ε2,t (2.9)

Where xt is the vector containing these additional variables: lags of the output

gap itself, indicators of house prices, interest rates, credit, while ε2,t is a normally

and independently distributed error term with mean zero and unknown variance

σ2
2.

Now, using an extended version of the measurement equation (2.9), in order to

keep the same duration of the business cycle as the standard HP filter the authors

use the state equation (2.3), and set the new noise-to-signal ratio λ2 = σ2
2/σ

2
0 such

that:
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V ar(yt − y∗(2),t)
V ar(∆2y(2),t)

=
V ar(yt − y∗(3),t)
V ar(∆2y(3),t)

(2.10)

Where y(2),t and y(3),t are the output gap series obtained from the measurement

equations (2.4) and (2.9), respectively.

The authors consider many different specifications of (2.9), including different

variables in the vector xt. In its final version, the measurement equation has the

form:

yt − y∗t = β(yt−1 − y∗t−1) + γ1rt−kr + γ2∆crt−kcr + γ3∆pht−kph + ε3,t (2.11)

Where rt = it −∆pt is the ex post real interest rate, ∆pt is the first difference

of the natural logarithm of the consumer price index, ∆crt is the percent growth

of real credit to the non-financial private sector, ∆pht is the percent growth of

the real residential property price index, and (yt−1 − y∗t−1) is an autoregressive

component for output gap.

Each of these variables enters only once in (2.11) with a lag kj, with j =

0, 1, 2, 3, 4 chosen to maximize the statistical fit. To clarify this point, the authors

try one by one the first four lags of each variable, and choose to include in the

final expression of the equation only the one which fits best.10

In order to estimate equation (2.11), Borio et al. adopt a Bayesian approach.

The procedure employed is two-fold: first the unknown variances σ2
0 and σ2

3 are

estimated via maximum likelihood; second, the Kalman filter is used in order to

obtain the smoothed values of the unknown series y∗t , using the maximum likeli-

hood estimates of the variances σ̂2
0 and σ̂2

3. There is of course a loss of information

here: by considering the sigmas as known values you do not consider, for instance,

the variability of the estimates.

The authors, without any clear justification, assume the priors for all parame-

ters to be gamma distributions with standard deviation equal to 0.2. They then

also force β to lie between 0 and 0.95, with a prior mean of 0.80, while γi with

i = 1, 2, 3 are restricted to lie between 0 and 1, with a prior mean equal to 0.2.

10For instance for the case of United States real interest rate is taken at the second lag, real
credit with no lag and house price at the fourth lag: the ones that maximize the statistical fit.
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They consider four different specifications of the simple model; the first four are

represented in Table (2.3): a simple autoregressive one considering only potential

output at the previous period, one considering the autoregressive component and

interest rate, one including the autoregressive component and credit, and one

including the autoregressive component and property price.

Looking at Table (2.3), the introductory results confirm that the proxies for

the financial cycle are significant and contain important information about the

business cycle. In particular, the coefficients on credit growth and property price

are strongly significant in all the nations examined. Real interest rate is signifi-

cant only in the case of United States, while the autoregressive component of the

output gap is always highly significant. This result strongly contradicts that of

equation (2.4), which represents the static HP filter, where output gap was simply

represented by the error term.

The authors then turn to a more general analysis, where all the variables are

included simultaneously in the model (but still only at the lag which maximizes

the statistical fit), and non-linear relations are allowed.

Once again, the autoregressive output gap component is highly significant for

all specifications and countries, while the interest rate is never significant: this

finding confirms the results of the basic model. Both changes in property prices

and credit growth are significant in the general model, sustaining the hypothesis of

the authors that proxies for the financial cycle carry information about the cycle.

Interestingly, the new estimates show much larger deviations of output from

sustainable levels during the early 2000s, the period before the economic crisis.

Since that was a time of increasing private sector leverage, the authors draw the

implicit conclusion that their new estimation method performed better during the

last decade. Even though the causal relationship might be called into question,

estimates considering a wider concept of output gap are more precise and perform

better than simple univariate statistical methods.

The coefficients for real interest rates are significantly negative in all the coun-

tries examined. This result suggests that the higher the ex-post real interest rate,

the lower the output gap will be. The coefficients for the autoregressive compo-

nent, credit and house price index are instead positive. But more than signs and

magnitudes of the coefficients, the key here is to underline that financial factors
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carry information to explain potential output, and that embedding such informa-

tion leads to better estimates.

The new estimates are in fact more precise than the standard H-P filter ones

(equation (2.4)): by comparing 95% confidence intervals for the output gap esti-

mates, the sizes of these intervals are significantly smaller with the new estimation

method.11

The finance neutral estimates12 are also less subject to ex-post revision: Borios

measure of output gap follows the ex-post gap much more precisely than other

estimates which do not take into account financial factors. Moreover, the new es-

timation method produces a series which is remarkably more sensitive in detecting

unsustainable booms like the one which preceded the 2008 global economic crisis.

The last four rows of the table represent non-linearities. Financial variables

are weighted in equation (2.11) according to the size of the underlying imbalances

(estimated relying on Borio and Drehmann (2009)).

The results for non-linearities are significant, but not as much as the authors

expected. They do not have a strong impact on any of the countries analyzed.

2.3.1 A wider jurisdictional scope

As a fist step into the extension of such model, we here widen the initial analysis

which considered only three countries (United States, United Kingdom and Spain),

to include more nations and a longer time series.

We find similar results by replicating the analysis with the new dataset.13

Following the original methodology, we consider logarithmic first differences of

real variables, assign the same gammas as prior distributions to the parameters,

and solve the model. First we consider the property price neutral model, in which

we include real property price in the estimation of potential output, then the credit

neutral version of the model in which we include the logarithm of real credit to

the private sector, and finally the finance neutral one, fully specified with both of

11More than halved for United States, form ±3.50 to ±1.35, and notably smaller both for
Spain (from ±3.85 to ±2.10) and United Kingdom (from ±2.95 to ±1.80).

12Those in which proxies for the financial cycle are included.
13We replicate the original paper for Australia, Austria, Canada, France, Greece, Italy, Japan,

Spain, Switzerland, United Kingdom and United States.
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Table 2.3: Regression results: full specifications

United States United Kingdom Spain

Model 1 2 1 2 1 2

β 0.88 0.95 0.92 0.93 0.76 0.95

(16.31) (26.21) (15.00) (19.95) (7.92) (4.88)

∆ cr 0.32 - 0.04 - 0.14 -

(3.69) (0.90) (4.40)

∆ph 0.22 0.14 0.11

(4.50) (4.60) (2.42)

kcr 0 - 0 - -4 -

kph - -3 - -1 - -1

Table 2.4: Regression results: individual explanatory variables

UK Spain Italy France

Model 1 2 1 2 1 2 1 2

β 0.92 0.93 0.76 0.95 0.92 0.93 0.95 0.95

(15.00) (19.95) (7.92) (4.88) (15.59) (19.68) (22.88) (11.53)

∆ cr 0.04 - 0.14 - 0.01 - 0.01 -

(0.90) (4.40) (0.35) (0.32)

∆ph 0.14 0.11 0.30 0.06

(4.60) (2.42) (4.96) (2.21)

kcr 0 - -4 - -3 - 0 -

kph - -1 - -1 - -3 - 0

the proxies for the financial cycle.

Our results show significant differences among countries. We confirm the results

of the original paper for United States and Spain (even though we find that the

statistical significance is somewhere maximized for different lags), while for United

Kingdom we do not find any significance for real credit.

As extention to more jurisdictions, we performed the same calculations for Italy,

France, Netherlands, Austria, Switzerland, Canada and Australia. The single

explanatory variable estimations are presented in Tables 2.4, 2.5 and 2.6.

For the states where both the proxies are significant, we also perform the full-

specification regression, reported in Table (2.6).

We confirm the results for the three countries initially considered by Borio et

al., except for the case of United Kingdom, for which we do not find any statistical

significance for credit.
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Table 2.5: Regression results: individual explanatory variables

Austria Netherlands Switzerland

Model 1 2 1 2 1 2

β 0.50 0.29 0.72 0.23 0.95 0.95

(5.94) (3.78) (7.13) (3.17) (1.97) (5.20)

∆ cr 0.26 - 0.42 - 0.05 -

(8.73) (10.09) (2.47)

∆ph 0.50 0.08 0.07

(5.03) (0.66) (2.07)

kcr 0 - 0 - 0 -

kph - -4 - -2 - -2

Table 2.6: Regression results: individual explanatory variables

US Spain Switzerland Austria

β 0.87 0.78 0.95 0.47

(16.01) (7.02) (0.24) (5.83)

∆ cr 0.21 0.14 0.05 0.23

(2.54) (4.49) (2.64) (8.02)

∆ph 0.20 0.09 0.07 0.31

(3.75) (2.15) (2.39) (3.20)

kcr 0 -4 0 0

kph -3 -1 -2 -4

This result is quite consistent across countries: the property price index is

highly significant in almost all the countries analyzed (apart from the Netherlands),

while real credit seems to have a more limited role.

In Italy only real property price is significant, and the same result arises for

France, Australia, and Canada. The Netherlands represent an exception: real

property price does not carry useful information, while credit is highly significant.

One notable fact is that property price is usually most significant in lagged

value, probably reflecting the lag with which the housing market responds to eco-

nomic shocks.

These results suggest that the financial cycle proxies do not carry the same

53



information in all countries, so we cannot draw common or general conclusions.

Credit and real property price surely ameliorate the estimation of potential output,

but the source and magnitude of this improvement varies across countries and thus

has to be analyzed case by case.

The fact that some of our estimates differ from those of Borio et al. might

arise from the fact that we used longer time series (see Appendix B for a precise

description of the data used),14 but could also mean that the theory underlying

the idea of the original paper is not very robust: in fact we do not find the same

results regarding the lags,15 and significance of the variables, and do not find

any statistical significance in some of the countries analyzed (Australia, Canada,

Greece and Japan).

2.4 Extension: Short-term Debt

Credit and property price are just two of the possible proxies that could be included

in the estimation procedure. The preceding analysis raises the question of whether

other variables might carry significant information in estimating potential output,

and thus might be used in the model specified in the previous paragraphs.

One potentially interesting variable to introduce into the model is a measure of

liquidity. We strongly believe that liquidity plays a central role in informing about

the health of the financial sector: it is important for analyzing both the level of

systemic risk (aggregate measures of liquidity are helpful to detect systemic risks

during a period of growth) and the financial situation of economic agents (from

single agents to firms).

This concept becomes even more important when analyzing a period of financial

crisis, since liquidity is a key response indicator: as Brunnermeier (2013) states,

market participants have different reactions to shocks, depending on whether or

not they face liquidity problems.

The aspect of liquidity we want to account for in the model is that of short-

14Apart for United Kingdom for which we used shorter time series, and in fact the results we
find differ with respect to the reference paper.

15Once again, every specification of the model considers for credit and property price only the
lag among the first four which maximizes the statistical fit.
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term debt (normalised taken as a ratio over GDP). The trend of the most liquid

liabilities before a crisis before a period of economic troubles when many assets

will become illiquid seems to be a good indicator of contingent underlying tensions

of the economy. This does not necessarily imply a cause-effect relation, in the sense

that growth in the amounts of short-term debt should increase the vulnerability

of the economy, but instead implies that short-term debt is a good indicator of

the imbalances in the economy which might then result in a financial crisis. In

this sense, our view is not in contrast with Benmelech and Dvir (2010), which see

short term debt as reflecting, rather than causing distress in the banking sector,

and is perfectly in line with Krishnamurthy and Vissing-Jorgensen (2012) when

saying that short-term debt (in particular that issued by financial institutions) is

a good predictor of financial crises.

Our final goal is to further filter out the financial cycle: according to the BIS, if

policymakers make their decisions focusing only on the business cycle, some imbal-

ances might arise, such as overindebtedness in the corporate or household sectors.

Particularly in the private sector, high debt levels ”can undermine sustainable

economic growth” (BIS (2014)).

2.4.1 Liquidity estimates for United States

It was with surprise that we discovered an impressive lack of data on short-term

debt. Our initial idea was to consider the amount of liabilities due within one year

as a proxy for the financial cycle, and to analyze their contribution disaggregating

data by sector of debt issuer. A sectorial analysis would in fact give a better

understanding of the relationship between short-term debt and financial cycle.

However, because of the lack of data on the proxy we have identified, our idea

immediately revealed insurmountable limits: central banks hardly publish such

data, and the available series for debt are not disaggregated, neither by maturity

nor by sector.

The only country for which we have been able to retrieve a satisfactory series of

data (i.e. long enough to allow us to perform a complete analysis and diagnostic) is

United States. We take short term debt of the nonfarm and nonfinancial corporate

business as a proxy for the financial cycle, which we include in equation (2.9). The
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Table 2.7: Regression results: extension with short-term debt

United States

Model 1 2 3

β 0.78 0.81 0.82

(12.73) (15.33) (15.30)

∆ nfstd 0.08 0.04 0.06

(3.94) (2.21) (3.20)

∆ cr - 0.23 -

(3.14)

∆ ph - - 0.22

(4.29)

k nfstd 0 0 0

k cr - 0 -

k ph - - -3

results of this specification of the model are reported in Table 2.7.

As in the previous paragraphs, we estimate the model successively including

short-term debt at different lags. The coefficient of the proxy we include is positive

and highly significant: it seems that United States debt due within one year is a

valid proxy for the financial cycle, confirming our initial hypothesis. Moreover,

the statistical fit is maximized in the model with the unlagged series for debt.

We also perform the regression of short term debt with credit and property

price, the proxies we used in the previous analysis, and still find statistical signif-

icance. Estimating the model with the augmented specifications, we confirm all

the results we obtained analyzing one variable at a time: all variables still have

strong significance, and the statistical fit is maximized at the same lags of the case

with the individual explanatory variables.

As we can see from figures 2.1 to 2.3, our measure of output gap estimates

the economy to be over potential before the crisis, flattening then in proximity of

the recession as if it was anticipating some sort of imbalance of the economy. The

behavior is different with respect to the simple HP filtered series, whose estimate

of potential output keeps on growing during the crisis.

Another important feature of our estimation method is that it seems to be less

subject to ex-post revision, and to the addition of new data than simple filtering.

56



Figure 2.1: United States debt neutral output gap with confidence intervals

Figure 2.2: United States output gaps

Especially around the end of the sample, the ”debt neutral” measure of output

gap seems to perform better, when the sample is extended to include new data.

Figures 2.4 and 2.5 show the differences in ex-post revisions between the simple

HP-filtered series and the debt neutral one.
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Figure 2.3: United States actual and potential outputs

Figure 2.4: United States debt neutral ex-post output gap

Note from the figures how in the case of the HP filtered output gap the ro-

bustness of the estimates is much lower. Especially at the end of the sample,

the extended model including short-term debt performs better and is subject to

smaller revisions.
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Figure 2.5: United States HP filtered ex-post output gap

2.4.2 Analysis for other countries

Due to a lack of data we have been unable to construct satisfactory data series for

short-term debt for many countries.

Apart from United States, for which government data are freely available, we

use the BIS dataset on short-term amounts outstanding by sector. These series

depict the path of those liabilities whose original maturity was within 12 months,

and are disaggregated by sector according to three macro-categories: general gov-

ernment, financial and nonfinancial corporations. The main two problems with

these series are the length (the longest ones start in the fourth quarter of 1989)

and incompleteness (data for many developed countries are not collected, and for

others the series is made of only a handful of observations). For these reasons we

limit our analysis to the two countries for which data are satisfactory and permit

at least a good preliminary analysis: Australia and Canada.

We start by drawing some quick stylized facts from the graphical representa-

tions of the BIS series, in order to justify our work (the graphs on the left represent

short-term debt for the financial sector, while the ones on the right debt for the

non-financial sector; grey bars represent recessions or periods of almost zero GDP

growth).
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Figure 2.6: Australia short-term debt for financial and non-financial sectors. Source:
BIS

The graphs for Australia show three periods in which the economy has slowed

down, and (especially for the non-financial sector) there has been a clear peak of

debt before every GDP slowdown.

Figure 2.7: Canada short-term debt for financial and non-financial sectors. Source:
BIS

Even in the case of Canada many quarters of GDP decrease have been preceded

by a peak of short-term debt. In particular regarding the recent 2008 global crisis,

the peak-drop pattern of debt in both financial and non-financial sector is evident.

But despite being relatively smaller in absolute numbers, a similar pattern can be

identified even in previous periods, especially for the financial sector .

The case of Japan is interesting as well, but we analyze it only graphically since

the series for short-term debt is too short: it consists only of a bunch of obser-

vations, and does not permit a satisfactory statistical analysis. The time series is

missing almost the entire 1990s decade, a period which would be particularly in-

teresting to analyze. In any case the data we have seem encouraging, even though

these short series make it difficult to perform satisfactory estimates.
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Figure 2.8: Japan short-term debt for financial and non-financial sectors. Source:
BIS

Table 2.8: Regression results: extension with short-term debt

Australia Canada

Model 1 2 1 2

β 0.57 0.64 0.88 0.85

(4.59) (5.00) (13.40) (12.58)

∆ fstd 0.02 - 0.02 0.02

(2.09) (2.01) (2.02)

∆ nfstd - 0.004 -

(1.53)

k fstd 2 - 2 3

k nfstd - 0 - -

In any case, the peak-drop pattern is once again clearly evident.

Analyzing the case of Australia and Canada in Table (2.8), we can get a more

general picture of the role that short-term debt plays in our output gap estimates.

For both of the countries we find slight significance of short-term debt of the

financial sector. We instead find statistical significance for the nonfinancial sector

only in the case of United States.

Recall that for both Canada and Australia we have not found any statistical

significance for the financial cycle proxies (credit and property price), but the

results for short term debt (of the financial sector) are encouraging, despite the

slight significance.

These two countries represent a particularly interesting case, being advanced
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economies that were not particularly hit by the recent global economic downturn

despite having had large financial booms in the late 2000s. This process of financial

expansion has just slowed down because of the global crisis, and the fact that

households continued to borrow (even though at a slower pace) together with the

strong increases in commodity prices prevented a lasting turn of the cycle, causing

real property prices to be back to the high (and possibly overrated) levels of the

years of the boom.

As already pointed out, according to BIS data, countries are at very different

stages of the financial cycle. This pattern is consistent with our findings that

output gap measures must be personalized by country, and there is not a common

and shared dogmatic measure that works for every nation. This is also indirectly

in line with the approach of the IMF, where discretion is left at every country desk

to choose the estimation method that fits best.

Even though liquidity conditions are often highly correlated across countries,

the financial cycle seems to take a different shape in every country. And it is by

filtering out the proxies identified (sometimes credit to GDP and property price,

sometimes debt to GDP) that we make a first step in retreiving a reliable measure

of ”finance neutral” potential output.

The key statistical problem of these last estimates is the length of the BIS

series used to compute them. Both Borios work and our previous replications rely

on quarterly data of at least 35 years, while the series available for short-term

debt (apart for United States) date back to 1989q4 for Australia and Canada, and

1997q4 for Japan. Working with time series data, the span is far more important

than the density of data, and we cannot say that our dataset is satisfactory from

this point of view.

However, these preliminary results are encouraging, and we indeed find that

short-term debt carries information regarding the financial cycle. Unfortunately,

it is not easy to construct short-term debt time series for every nation: not all

states collect quarterly data for short-term privately held liabilities. Moreover,

even where available, these measures might be extremely heterogeneous among

states, this complicating inter-state comparisons.
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2.5 Conclusion

As we have seen, the concept of output gap has evolved much over time. The

raw definitions of the 1960s have now developed into precise statistical measures,

on which central banks and governments rely to take policy measures. However,

we have argued that, despite being theoretically and statistically rigorous, todays

measures to estimate potential output and output gap are not satisfactory, and

wider estimation methods are needed.

On this behalf, we have started from the work of Borio et al. (2013), which

includes proxies for the financial cycle to estimate potential output, analyzing

and replicating their results in order to check the robustness of this innovative

method. By replicating their analysis for more countries, we have found that

financial information is important in explaining the potential of the economy, even

though there is not a unique and precise rule to describe its role across countries.

All of our results (together with the most recent literature on the topic) suggest

that the Phillips curve represents a less strong relation than it used to. As a

consequence, if inflation has become less responsive to variations in output, and

the Phillips Curve is in crisis, then new methods to estimate the output gap are

needed.

The new estimates presented in this work suggest that finance neutral and

”debt neutral” estimates perform better than traditional methods (H-P filter or

production function approaches): including proxies for the financial cycle is a good

way to improve the precision of the estimates of output gap.

We have also shown that credit and property price are not the only proxies for

the financial cycle that perform well in this framework: even short-term debt car-

ries statistical significance in estimating output gap via Borios innovative method.

The bottom line is that even though the general estimation method is applicable

to different countries, the result shaped by the data is diverse across nations. There

is not a common and univocal measure that works for every country.

There are, however, many issues that are still open: despite showing strong

statistical significance, the choice of the lags in the estimation procedure is quite

arbitrary, and there is no justification apart from that of simply choosing the lag

that maximizes the statistical fit. According to our computations, variables show
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statistical significance even at higher lags, in particular for housing prices (e.g.

residential property price is highly significant for the US at lag 12, once again

reflecting the lag with which the housing market responds to economic shocks).

Moreover, the estimates come from a simple state-space model, and not from

a fully specified macroeconomic model, this preventing us from fully interpreting

the result and conducting deeper analyses.

Further developments might also include testing for breaks and regime switches

in the series and their eventual consequences on the estimates, the study of time-

varying coefficients, and the development of a structural microfundeed model with

financial frictions.

2.6 Appendix A: Variables specification

For sake of clarity, we specify in extensor all the variables and parameters included

in the tables.

β is the coefficient for the AR component for output gap (yt−1 − y∗t−1),

r represents the coefficient for the ex post real interest rate rt = it −∆pt,

∆pt is the first difference of the natural logarithm of consumer price index,

∆crt is the % growth of the real credit to the non-financial private sector,

∆pht is the percent growth of the residential property price index,

∆nfstdt is short-term debt of the non-financial sector,

∆fstdt is short-term debt of the financial sector,

kr represents the lag considered for the ex post real interest rate,

kcr is the lag for credit to the non-financial private sector,
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kph represents the lag for the residential property price index,

knfstd represents the lag for short-term debt of the non-financial sector,

kfstd represents the lag for short-term debt of the financial sector,

ρ and τ represent the coefficients for non-linearity.

Moreover, since many variables show some cyclicality, the authors calculate their

averages by Cesro means: this is done by building a mean sequence in which the

sample is successively increased by one observation. By doing so, the convergence

is much faster and the pro-cyclicality in the mean-adjustment is reduced.

2.7 Appendix B: Data specification

The time series we have used were based on the following data:

GDPt: seasonally adjusted nominal gross domestic product in own currency.

Source: OECD Economic Outlook.

PGDPt: GDP-deflator. Source: OECD, Main Economic Indicators.

RPPt: Residential property price. Sources: Australian Bureau of Statistics for

Australia, OECD data (Main Economic Indicators and Economic Outlook) for

Austria, Netherlands, UK and Italy, Oxford Economics for the remaining coun-

tries.

CRt: Credit to private non-financial sector. Source: BIS Data.

CPIt: Consumer price index. Source: OECD, Main Economic Indicators.

STDt: Short term debt. Sources: for United States Federal Reserve Short-term
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debt of Nonfarm Nonfinancial Corporate Business. For other nations BIS data.
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Chapter 3

A New Estimation Method for

Employment Trend

3.1 Introduction

Estimating the potential and cyclical component of labor market variables is of

crucial importance for economic research. Recent studies have tried to quantify

the effectiveness of policy intervention on the process of job creation (Monacelli

et al. 2010, Bruckner and Pappa 2012, and Turrini 2013), and have focused on

the ability of discretionary policies (both fiscal and monetary) to reduce the cycli-

cal component of unemployment. This is usually estimated as the deviation of

the unemployment rate from the NAIRU.1 However, methodologies employed to

identify the cyclical component, such as purely statistical filtering techniques (e.g.

univariate or multivariate HP filters) and more structural model approaches (see

Borio et al. 2014 for a discussion), suffer of some shortcomings, both conceptual

and methodological.2

Regarding conceptual issues, simple filtering techniques struggle to capture

the demographic and social factors that are strongly modifying the composition

of the population, and will deeply change its future structure. Social phenomena

such as population aging or the increase of female participation strongly affect

1Non-Accelerating Inflation Rate of Unemployment.
2This work is coauthored with Andrea Tafuro, Ca’ Foscari University of Venice
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the labor force; these are long-term dynamics that slowly modify and smooth the

age composition of the labor force and push it towards a different equilibrium.

The aggregate level of employment represents the average behavior of different

population cohorts dynamics, which can be similar as well as divergent. Traditional

estimation methods are unable to account for these different dynamics, and for

their consequences on the labor market.3

On the methodological side, recent contributions by Borio et al. (2013 and

2014) underlined how augmenting the measurement equation with financial vari-

ables in a state-space framework to estimate potential variables (in their case GDP)

potentially produces a more precise and robust estimate. However, as recent the-

oretical studies (Monacelli et al. 2011; Petrosky-Nadeau 2014; Garn 2015; and

Miao et al. 2016) highlight, changes in credit conditions also directly affect the

labor market. According to these studies, changes in credit conditions affect the

bargaining power of firms: during credit booms firms are less constrained, this en-

larging their bargaining power. Since firms willingness to hire increases when their

bargaining power is high, the labor demand will be larger during credit booms.

Therefore, we add to our state-space model some proxies for the financial cycle in

order to filter out their possible contribution to cyclical employment movements.

What we propose here is a two-step estimation method for the employment

trend that tries to solve some of these issues. We estimate trend employment using

a Kalman filter procedure in a state-space framework, and conduct the estimation

separately for each age-gender cohort. We then aggregate the gender-cohort spe-

cific series, to obtain the final time series for the population trend employment.

This procedure allows us to account for the structural demographic changes society

is currently experiencing.

The second important innovation lies in the state-space model formulation.

We augment the measurement equation to include some proxies for the financial

cycle, á la Borio (2012). In this way, we retrieve a cleaner and cycle-free estimated

series that is significantly more precise and robust over time with respect to other

methodologies commonly used - such as simple HP or Kalman filters applied on

3On this see e.g. Gordon (2014) and Hall (2014), whose works investigate how population
aging can modify the labor market participation rates, and thus induce a different employment
potential level.
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employment as a whole: it reduces the indeterminacy of estimation, and produces

a more accurate quantification of the cyclical and trend components (for instance,

reducing the well-known end-point problem).4

A simple Kalman Filter (KF) that directly filters the total value of employ-

ment usually estimates a smaller fall in employment cyclical component during the

Great Recession, with respect to the level we obtain aggregating the single cohorts

estimates. This result confirms that a filter applied without considering the co-

horts is unable to cope with structural changes in labor force due to demographic

trends, and ends up underestimating the cyclical component when the share of

elders is increasing over time.

Our methodology builds on Borio et al. (2012), which uses a similar technique

to improve the estimation process of potential output. Their augmented KF em-

beds proxies for the cycle, and filters out eventual cyclcal components from the

estimated series. We also include in our state-space specification some extra vari-

ables to filter out the cyclical component of the employment trend, and we expect

these variables to affect mostly the marginal cohorts of workers (young men and

young to middle-aged women; see on this Krusell et al. 2010 and Elsby et al.

2013).

The chapter is organized as follows: section 2 presents the literature review

on the topic, section 3 introduces the main issues that undermine the typical

estimation methods; section 4 describes our model and the estimation process,

section 5 presents our results and section 6 concludes.

3.2 Literature Review

This work encompasses two separate branches of literature: one discussing the

estimation of potential unobserved variables, and one which tries to quantify the

economic impact of the structural changes in the composition of the labor force.

The first strand of literature addresses the role that social phenomena such as

aging, female labor participation, and schooling have for the structure of the labor

market itself. Pissarides (1989) was among the first to highlight the importance

4This refers to the unreliability of traditional filters near the endpoints of the data set.
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of population aging to economic research, in his innovative work analyzing the

impact of demographic factors on the labor market. Among his theoretical findings,

the robust result that population aging contributes to reduce unemployment is

probably the most relevant with respect to our work. However, the topic had then

been forgotten for more than a decade. It is in fact only in the early 2000s that

Brsch-Supans (2001) work shed more light on the influence of demographic factors

on unemployment. His models resulted in insights on how the intervention of the

policy maker can mitigate the effects of aging on the labor market. The interest

on the topic remained sporadic, and most of the works have focused on the general

economic impact of population aging (see e.g. Bloom et al. 2011).

However, the interest in the role of aging in the labor market behavior has

recently renewed. Hall (2014) showed that about half of the 2007-14 decline in

labor-force participation is due to the aging of the population as the baby-boom

generation retired. Similarly, Cline and Nolan (2014), using a simple regression

model for participation rates found that demographic factors can account for up

to two thirds of the changes in labor force participation in the US (mostly due

to population aging). Surprisingly, many policy discussions do consider this issue,

while only few academic studies underline the importance of this cause. In addi-

tion, existing measures to estimate trend employment and labor force participation

rates do not have the ability to fully capture the impact of demographic changes.

On the other side, the discussion has been fervent in the development of innova-

tive methods to estimate potential variables. In this literature, two very different

approaches co-exist: we have fully-specified structural models, mainly developed

by supranational institutions like the IMF or the European Commission (Havik

et al., 2014), and which deliver precise estimates but that tend to be strongly

model-dependent, and research papers that dig into the statistical methodology to

improve the ways to deal with the non-observability of potential variables (for a

full literature review on the different estimation method techniques, see Cotis et

al. 2004).

Because of the relevance of the estimation of the NAIRU for the policy maker,

the literature on this topic is vast; we here focus more narrowly on the use of state-

space modeling to estimate potential variables. We have to highlight as the usage

smoothing techniques to estimate the NAIRU has been wide in the last few years:
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see Schumacher (2008), Fitzenberger et al. (2007), Apel and Jansson (1999ab),

Laubach (2001), Fabiani and Mestre (2000, 2004) among others. In particular, the

state-space framework is among the most commonly used: Basistha and Startz

(2004) and Staiger et al. (1997) estimate the US NAIRU in different state-space

frameworks, while Greenslade et al. (2003) focus on the UK in a slightly different

statistical framework.

There have already been some attempts to refine the estimation method of the

NAIRU, with Kalman Filter techniques performing better than HP in this con-

text (see the discussion in Borio et al., 2012). At the same time, we are not the

first ones to try to estimate long-term trend employment (Carone, 2005, develops

a two-step methodology to make projections on the labor supply of the 25 EU

member states), to underline the link between labor force participation and eco-

nomic variables (Daly 2007; Monacelli et al. 2011; Petrosky-Nadeau 2014; Garn

2015; and Miao et al. 2016) or to disaggregate potential to retrieve more precise

estimates (Fleischman and Roberts, 2011). The innovation behind our work is

to bring together these branches of literature, and to unite them into a unique

estimate for the long-term labor force, incorporating the structural brakes of the

population via the estimation by cohort and gender and filtering out some proxies

for the financial cycle.

3.3 Labor Market and Demography

Population aging is the result of a lower fertility rate - especially in developed

countries, see Figure (3.1) - combined with a higher life expectancy - in particular

that of men is rapidly catching up with that of women, Figure (3.2). Moreover,

with ”baby boomers” reaching the age of retirement, the ratio between workers and

pensioners is falling down. This trend is putting increasing pressure on pension

systems in most industrialized countries, and constraining the governments fiscal

stance.

Another important factor affecting the dynamics of employment is the steadily

increasing participation of women in the job market. This trend has at least

two important consequences: one is the direct increase of labor supply, which

contributes to enlarge the labor force and the level of employment. Not surpris-
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Figure 3.1: Women fertility rate

Figure 3.2: Life expectancy and gender difference, United States
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ingly, the women employment kept on increasing during the recent global economic

downturn (and decreased only slightly, right after the crisis, see Figure (3.3)).

Figure 3.3: Labor force, United States

The second and more recent phenomenon is strongly related to periods of

crisis: when one member of the family unit remains unemployed, the other - often

a woman - is likely to enter the labor force (Eltsby et al., 2013).

The increasing level of education is also contributing to modify the composition

of employment, in particular for the youngest cohorts: secondary education and

university delay the entrance of young workers into the labor market (CEA 2016).

Our methodology, which estimates the potential level of employment for single

cohorts, helps account for all these phenomena.

When analyzing the labor market, researchers tend to underestimate the role of

demographic changes in modifying the composition of the labor force. The process

of population aging creates a long term dynamic which - together with migrations

- is deeply modifying the structure of the labor force.

In addition, the different population cohorts are affected by this process in a
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different way. It is reasonable that in younger cohorts potential employment re-

duced because of schooling and demography, while in the middle cohorts potential

employment increased because of baby-boomers aging. The most common esti-

mation methods fail to account for these long-term dynamics, and their estimates

may be biased.

Instead, by estimating the potential employment within the single cohorts, we

account for many of the causes of the long-term transition that are affecting the

labor market: population aging, low fertility rates, migration, and schooling. For

instance, the equilibrium measure of the male labor force in the 19-24 years old

cohort will slowly embody the reduction of both population and people actively

looking for a job due to schooling and fertility. Furthermore, the business cycle

and other structural dynamics should differently affect the probability to find a

job for agents in different cohorts (Krusell et al. 2010; Elsby et al. 2013). Once we

aggregate all cohorts in our final estimation, the method will incorporate the long-

term population dynamics in the results, with a large gain both in the precision

of the identification of the potential employment, and in the ability of the model

to produce reliable projections of the future employment.

3.4 Methodology

This study aims to increase the accuracy of potential employment estimates. In

order to do so, we need to employ a methodology suitable to correctly disentangle

the cyclical component of a variable from its trend. Three techniques are commonly

used by scholars and policy makers to achieve this goal.5

A first strand of literature adopts a purely statistical approach to estimate a

reduced form relation, as the Hodrick-Prescott filter or the estimation of time-series

regressions. A second group of studies examine the equilibrium - or full-utilisation

- level of the variables estimating calibrated theoretical models. In these models

the extent of the gap between the equilibrium and the actual level of the variables

strictly depends on the presence of frictions, or rationing, in the economic system.

5For an extensive discussion of the evolution of the methodologies to disentangle potential
and cyclical components of economic variables - and on the concept of ”potential” and ”cyclical”
itself - see, among others, Borio et al. (2012, 2014).
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A third set of researches is a compromise between these two approaches: while they

allow the potential component to be estimated with statistical techniques, they also

rely on theoretical recommendations to impose certain identifying constraints on

the path of the estimated variable.6

We have to highlight as the purely statistical approach and the model approach

suffer from crucial problems. On the one hand, in theoretical model the frictions

are considered exogenous, and hence cannot be a target measure for the policy-

makers. As a consequence, different assumptions on the presence and nature of

these frictions lead to different results (Borio et al. 2014).

On the other, the reduced form univariate model (such as the HP filter, the

Baxter and King filter, or other unobserved component methods) suffers from the

well-known end-point problem: the reliability of the end-of-the-sample estimates

is limited. This concern affects the usefulness of the results for real-time analysis

or policy decisions. Moreover, in the most used technique - the HP filter - the

amplitude of the frequency is exogenously set by the researcher.

For these reasons Borio et al. (2012) proposed an alternative estimation pro-

cess, using a refined version of the Kalman Filter (KF).7 The higher accuracy of the

KF with respect to the other procedures listed above is ensured by two different

facts. First, the frequencies are no longer set exogenously by the researcher, but

computed by the filter itself with an estimation update algorithm that enlarges

the convergence speed to the true signal-to-noise ratio. The second is the possibil-

ity to make the filter better fit the data, by adding some additional explanatory

variables - that we will call conditioning variables - to the estimation process.

This procedure assures transparency in the estimation methodology and sim-

plicity compared with structural models. The explanatory variables that lack

statistical significance are excluded from the estimated model since they fail in

helping the filter to rule out the cyclical component. This can be tested with a

standard t-statistic. Therefore, it is the model itself suggesting which variables are

significant and have therefore to be included.

We include in the estimated model some proxies for the financial cycle. The

6This methodology has been widely used for the estimation of the NAIRU, see Turner et al.
(2001).

7Unobservable Components Models have been widely used in economics since Harvey (1989)
contribution
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rationale behind this is that the presence of financial variables can significantly

improve the identification, provided the statistical significance of the variables

embedded in the model. This hypothesis is supported by recent studies on the

role of financial cycle in determining labor market movements.

As Monacelli et al. (2011), Petrosky-Nadeau (2014), and Garn (2015) point

out, changes in credit conditions affect the bargaining power of firms. According

to these models, firms will borrow more when the credit conditions are favorable,

increasing their bargaining power in the labor market. This, in turn, will increase

their willingness to hire. Vice versa, when credit conditions worsen, firms’ will-

ingness to hire will decrease. This result is confirmed by studies like Miao et

al. (2016), where the collapse of a credit bubble produces high and persistent

unemployment.

In addition, as suggested by the Okun’s law, any shocks affecting the business

cycle have the ability to modify the level of (un)employment. Therefore, the

documented relation between credit and output (Borio 2014) also spreads to the

labor market.

Looking at our model in detail, the Kalman filter can be represented by a

state-space model. This model will account for a state equation of the form:

∆e∗t = β1∆e
∗
t−1 + ε1,t (3.1)

and a measurement equation:

et = e∗t + β2(et−1 − e∗t−1) + γ
′
xt + ε2,t (3.2)

where et = ln(Et) represents the log of employment, e∗ is its potential level,

and ∆e∗t is its cyclical component. ε1,t and ε2,t are normally and independently

distributed errors with zero mean and variance σ2
1 and σ2

2.8 Finally, xt is the vector

including our the proxies for the financial and the business cycles - the interest

8For robustness, we also perform the estimation including a further lag in equation (3.1),
which takes then the form:

∆e∗t = β1∆e∗t−1 + β3∆e∗t−2 + ε1,t

To check whether β1 is able to capture the whole persistence of the model. The results do not
change substantially, an the beta is not significant.
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rate (as proxy for the monetary policy), the inflation rate, the potential output,

and the credit-to-gdp ratio.9

The KF jointly minimises the squared residuals in (3.1) and (3.2), since it

calculates the least squares forecasts for the variables in the model. As a result,

the solution for e∗ will depend on the ratio of the two variances, which is called

signal-to-noise ratio and is defined as:

λ1 =
σ2
1

σ2
2

(3.3)

The equations play a different role. Equation (3.1) defines the growth of the

variable’s potential level as an AR(1), with a persistence determined by β1. Equa-

tion (3.3) allows for protracted one-sided deviation of potential employment esti-

mates from the level of actual employment.

Equation (3.2) is the measurement equation. It anchors potential to actual em-

ployment, imposing that their difference is is described by an AR(1) process where

a vector of proxy for the financial and the business cycles xt carries significant in-

formation. The idea behind equation (3.2) is that the cyclical component, which

fills the gap between the trend component of the variable and its actual value, is

more than a normally distributed error term, as supposed by filters such as the HP

(Borio et al. 2014). As a consequence, in this state space model the measurement

error has a well-defined behavior that might be better identified thanks to the

conditioning variables included in the vector xt.

Equation (3.3) determines the relative variability of the estimated employment

equilibrium level, setting the extent to which the potential employment is an-

chored to its actual level. When λ1 becomes very large, our equilibrium level of

employment will approximate a linear trend. If λ1 gets close to zero, there will be

no difference between the estimated trend and the actual measure. In our exer-

cise, the value of λ1 is settled equal to 100 for the HP filter (which we use as a

benchmark), while we restrict the signal-to-noise in the Kalman Filter, λ1 =
σ2

1

σ2
2
,

to be:

9For further details on variables source and coverage, see the Appendix A. On the relevance
of potential output for business see Borio et al. 2012.
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var(et − e∗(hp),t)
var(∆2e∗(hp),t)

=
var(et − e∗(kf),t)
var(∆2e∗(kf),t)

(3.4)

where e∗(hp),t and e∗(kf),t are the potential output from the HP filtering and the

Kalman Filter, respectively. In this way we preserve the frequencies of HP and

Kalman estimations to be the same.

We estimate our model for each age-gender cohort of US employment. Our

dataset uses OECD data on employment for the United States in the period 1960-

2015 (extraction: August 2016). The data are annual and divided by gender and

ages classes (the length of a class is 5 years, starting with the 19-24 and ending

with the 65 and over).

In order to obtain the most parsimonious model, the choice of the variables

to insert in equation (3.2) follows a general-to-particular procedure: we start by

testing the significance of the variables (potential output, inflation rate, mone-

tary policy, and government primary balance) in each cohort, which we considered

meaningful to detect the cyclical component of the employment, and their three

lags (results are available upon request). It is then the model itself to suggest the

eventual statistical significance of the various variables included. The variables

included in the final specification are reported in table (3.1) - that will be dis-

cussed in the following sections -, with the respective estimated coefficients and

t− statistic.
We want to highlight two crucial aspects of our methodology. First, - as ex-

pected - different cohorts present a different behavior of the trend component. For

instance, the largest part of male cohorts (25-29 to 50-54) rose steadily until the

90s and then seem to stabilize. Moreover, also the cyclical frequency varies across

cohorts. Therefore, the signal-to-noise ratio has to continuously adjust.

Second, building on Borio et al. (2012) the model is estimated with Bayesian

techniques. We employed gamma distributions as priors for all coefficients, and

inverted gamma distribution for the error terms. In our priors autoregressive coeffi-

cients are restricted to lie between 0 and 0.99, while coefficients for the conditioning

variables is restricted to be positive. In order to assure a sufficient persistence for

both the trend and cyclical components the prior means for the autoregressive co-

efficients is fixed, respectively, to 0.85 for the trend and 0.6 for the cyclical (both
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with a prior variance of 0.6), while for conditioning variables we opted for a prior

mean of 0.3 (with a variance of 0.3).

We then aggregate the estimated potential and cyclical components of employ-

ment. The aggregation is done with a weighted average, where the weights are the

shares of single cohorts in total employment - i.e., cohort employment over whole

employment. The final result of these estimates is a new series for employment,

with the cyclical component filtered out and able to account for the demographic

factors modifying the composition of the labor force.

It is important to highlight that the conditioning variables should have a stable

mean. This characteristic is rarely present in economic time series, which also tend

to show a high degree of cyclicality. Following Borio et al. (2012), we therefore

decided to demean the conditioning variables via Cesàro means,10 which increase

the rate of convergence of our model.

3.5 Results

3.5.1 Cohorts Estimations

In this section we report the main figures of our results. The Appendix contains

all the estimation for the final model for each cohort, i.e., the complete list of

results for the second step of our methodology, plus some additional robustness

experiments.

Table (3.1) reports the statistical significance of our proxies. After the general-

to-specific procedure we included, in different cohorts, the credit over gdp crt and

the lag of inflation inft−1.
11 In addition, table (3.1) contains also the results

for the autoregressive coefficients β1 and β2 (respectively for trend and cyclical

components). For each coefficient, we provide both the estimated coefficients and

their respective t-statistics in each cohort. As Borio et al. (2014) underline, the

10Named after Ernesto Cesàro, who proved that if a sequence of numbers converge to a constant
- the mean - the sequence of arithmetic means taken over the first n first elements also converge
to the same constant.

11In the variable-by-variable estimations also the lagged value of credit was significant. How-
ever, when we estimated the final model it always result not significant, and therefore we excluded
it in the final specification
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significance of a variable implies not only that this variable is correlated with the

employment, but also with the frequencies implicitly set by the scaling factor.

Some considerations are in a row. First, male and female employment seems to

be very reactive to credit conditions. Among the cohorts analyzed, only the 50-54

for male does not show significant coefficients (the critical values are 1.298 at 10%,

1.675 at 5%, and 2.400 at 1%). An increase in the credit over gdp level, which is a

proxy of the presence of a boom in the credit market, is correlated with a higher

(cyclical) employment level. Male and female prime-aged cohorts (15-19 and 20-24)

are the ones with highest coefficients, followed by the 55-59 cohort for male and 65+

for female: not surprisingly, among males, the more affected by contemporaneous

credit conditions are the prime aged - the ones that have to decide whether to

enter the labor market or not, and those that have to decide whether to retire or

not (cohort 55-59). These results are in line with the aforementioned literature on

the role of credit in the behavior of cyclical employment (Monacelli et al. 2011;

Petrosky-Nadeau 2014 and Garn 2015; Miao 2016).

Business cycle conditions, approximated by the lagged inflation rate, in general

do not play a significant role in determining cyclical employment. We observe

significant coefficients in the cohorts 55-59 and 40-44 for males; and 50-54, 30-34,

and 15-19 for females: this indicates that middle-aged employee are more affected

by the movements of the business cycle.

The estimations for β1 lie between 0.87 and 0.97 and are strongly significant: as

expected, the trend component is very persistent. β2 coefficient is more variable

and not always significant. However as highlighted by Borio et al. (2014) the

presence of an autoregressive term enhance the estimation robustness, while does

not modify the punctual result.

Figure (3.4) shows the results we obtain for male employment in the age cohort

15-1912. Panel (a) shows the behavior of actual employment (blue line) compared

with the KF estimated potential (red, dotted line) and the HP estimated potential

12This has to be considered as an example of the gains of our methodology with respect to
other techniques, such as the HP filter. As we said above, our full estimates are reported in
the Appendix. We decided to not report the full set of estimates here both because the they
present a similar behavior among cohorts, and because our final goal is to discuss the most
relevant characteristics of our methodology. The final estimated series of employment is however
obviously available upon request.
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level (yellow, pointed line). Panel (b) compares the HP cyclical component (red,

dotted line) with the KF cyclical component (blue line). Panel (c) and (d) report

the KF - Panel (c) - and HP - Panel (d) - cyclical components with a blue line,

and the relative confidence bands, with a red pointed line.

The KF filter estimation of the cyclical component shows much narrower con-

fidence intervals if compared to the HP estimates. This is a signal of an ”identifi-

cation gain”, which is the result of the larger information set that enters the KF

thanks to the proxies for the financial and business cycle.13

We can observe that the KF estimates a larger cyclical loss with respect to

the HP during the last economic crises. Such result is in favor of a lower role of

the 2008 recession in diminishing potential employment, while supports a larger

impact on cyclical employment. In particular, the larger fall in cyclical employment

is related to the inclusion of credit-over-GDP in the specification: excluding this

from the specification the gap between HP and KF estimations reduces. This

finding is similar to the one of Borio et al. (2012), where the inclusion of credit-

to-gdp ratio among in the model increase the output gap in the Great Recession.

Therefore, without considering the behavior of financial markets models fail in

identify cyclical and trend components, overestimating the role of the recessions

in influencing potential variables.

3.5.2 Aggregate Estimations

In this section we present the estimations of potential and cyclical employment

obtained by aggregating the KF estimation results in each of the single cohorts.

From now on, we will refer to these measures as ”aggregate KF”.

We divide this section into two parts: in the first, we discuss the performance of

the aggregate KF compared with: a KF on total employment, to the potential level

of employment as estimated by the OECD, and to ”aggregate cohort” HP. In the

second, we present the gains in terms of real-time estimation, i.e. to what extent

13In the HP filter the cyclical component is imposed to be an erratic term. Specifically, in our
model the estimated standard error of the cyclical component is 0.0271 for the HP and 0.0186
for the KF. This imply a lower indeterminacy of the cyclical component. In addition, the R2 of
the HP is 0.884 while is 0.945 for the KF, supporting that the latter explains a larger share of
the employment variation.

84



Figure 3.4: Male Employment cohort age 15-19 - US

(a) Actual and Potential Employment (b) KF and HP Cyclical Employment

(c) KF Cyclical Emp and Confidence Bands (d) HP Cyclical Emp and Confidence Bands
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the methodology helps in dealing with the end-point problem, and in explaining

the behavior of other macro-variables. All the figures report logs of estimated and

actual values.

Figures (3.5) and (3.6) show the results for the aggregate KF compared with

the aggregate HP and the OECD potential (and cylical) employment measures,

respectively.14 In both figures, the left panel reports the potential estimation (red

pointed line the aggregate HP and OECD, black dotted line the KF), with the

actual levels (blue, continuous line). The right panel reports the cyclical compo-

nents without the confidence bands: the continuous black line is the estimation of

the aggregate KF, while the red pointed line is the aggregate HP (Figure (3.5))

and OECD measure (Figure 3.6).

The the two estimations have patterns similar to the one in the cohort 15-19

analyzed above. Compared to the aggregate HP, the aggregate KF estimates a

larger loss in the cyclical employment during the last economic crisis and while

the there are larger positive changes until 1991.

Figure 3.5: Aggregate KF VS Aggregate HP

(a) Actual and Potential Employment (KF and HP) (b) Aggregate KF and HP Cyclical Employment

Our methodology also performs well with respect to the OECD potential em-

ployment estimations (Figure (3.6)). In particular, the gap among the two mea-

sures during the Great Recession is tiny compared to the one with the aggregate

HP. On the contrary, until 1990, the OECD measure estimates a large cyclical

14OECD potential (and cyclical) employment components are based on a mixed model, in
which a NAIRU estimated with a statistical approach is then used in a model to estimate
potential output and the other potential variables - see the Statistical Annex to the OECD
Economic Outlook. This methodology has been recently modified, and data for the US covers
the period 1980-2013 - more recently data only back to 1985.

87



Figure 3.6: Aggregate KF VS OECD Potential Employment

(a) Actual and Potential Emp (KF and OECD) (b) Aggregate KF and OECD Cyclical Employment

employment loss, larger than the ones computed with both the aggregate KF and

the aggregate HP.15

Therefore, our estimations lie somewhere in between the ones provided by

the other methodologies investigated. They perform reasonably well both at the

end-point - which is a concern for the HP - with estimates similar to the OECD

procedure, and the start-point, with estimates similar to the HP.

Figure 3.7: Aggregate KF VS Simple KF

(a) Actual and Potential Employment (b) Aggregate and Simple KF Cyclical Employment

The aggregate KF estimates (Figure (3.7)) show a smoother path with respect

to the standard KF ones applied to the aggregate employment. In particular,

15This difference is wide: the OECD measure estimates a negative cyclical employment be-
tween 1980 and 1987 (aggregate HP: 1982-1985; aggregate KF 1982-1984), with a trough of -5%
(aggregate HP: -2.65%; aggregate KF: -1.1%. This, together with the fact that the procedure
has been recently revised, casts doubts on the validity of these estimates - especially in the early
part of the sample.
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the cyclical employment (Figure (3.7), panel (b)) for the aggregate KF has a

smoother path with lower oscillations. As a matter of fact, the cyclical effect

of the financial crises is larger in the non-aggregate KF estimation. This result

implies that without taking into account the population dynamics the filter is more

sensible to deep recessions.

This intuition is confirmed by analyzing to what extent cyclical employment

rate explains macro-variables behavior. This exercise consists in running some aux-

iliary regressions where growth rates of output (nominal and real) and inflation

are regressed on the cyclical component of employment estimated with different

techniques: the aggregate HP, the Kalman filter on aggregate data, the aggregate

Kalman filter, and the OECD estimations (see table (3.2)). We employ two differ-

ent estimation frameworks, a simple OLS and an AR(2), and we report estimated

coefficients, p− values, and R2.

The regressions containing the series estimated via Kalman filter have larger

and significant coefficients for nominal GDP and inflation, while they are smaller

- but significant - for real GDP. The R2 suggest that the regression employing the

aggregate KF explains a larger portion of the variation of the dependent variable

compared with the other methodologies, the only exception being the regression

for output with AR(2) components, where the simple KF has a larger R2: however,

in this case the coefficient for the simple KF is not significant, while the one for

the aggregate KF is significant at 10%.

Another important feature of our estimation method is that it seems to be

less subject to ex-post revisions, and to the addition of new data with respect

to simple filtering. Figure (3.8) reports the in-sample estimations of the cyclical

component of employment with various end-points. We present the results for three

methodologies: the aggregate KF, the aggregate HP, and the OECD model. We

evaluate the series at four different end-points: 2007, 2009, 2011, 2013 (we excluded

the last two years because of missing observations in OECD time series).16

This exercise helps in evaluating the robustness of our model to the end-point

problem and, consequently, in assessing its ability to provide reasonable real-time

16Unfortunately, as we highlighted above, the OECD model has been subject to deep modifi-
cations both in 2008 and in 2012: we were not able to retrieve the contemporaneous estimations
for cyclical employment in 2007.

89



Figure 3.8: Cyclical Employment Estimation at Different Horizons

(a) Aggregate KF (b) Aggregate HP

(c) OECD Model
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estimations. As Figure (3.8) illustrates, our model seems to perform well. Espe-

cially around the end of the sample, the aggregate KF is subject to lower ex-post

revisions than the aggregate HP and the OECD model. In particular regarding

the latter methodology, Figure (3.8) highlights the major issue of a model-based

approach to potential/cycle components identification: when the model is revised,

the estimates vary significantly.

3.6 Conclusion

In this chapter we derive an innovative method for filtering the cyclical component

out of employment. The estimation procedure consists of a state-space model in

which the measurement equation is augmented to include some proxies for the

cycle. We performed this analysis by age cohort and gender, in order to be able to

account for the demographic factors that are currently modifying the composition

of the labor force (population aging, migration, increasing female participation).

This allowed us to obtain an estimated series that is free of influence from both

business cycle and demographic factors.

We compared the results of our methodology with the most important alter-

native: a simple Kalman Filter on aggregate employment, the HP filter, and the

OECD cyclical employment. Our model outperforms this ”traditional” methods

under several dimensions. First, as the analysis of the R2 obtained regressing

these variables on the cyclical employment suggests, our aggregate Kalman Filter

explains a larger portion of the variation of macro-variables growth compared with

other methodologies. Second, it is more robust to in-time and ex-post revisions.

Third, the indeterminacy of the cyclical component reduces, since the standard

errors are generally smaller compared with the HP ones.

In addition, the proxy for the financial business cycle, the credit-over-gdp ratio,

is significant in many of the cohorts analyzed. This supports a recent theoretical

literature (Monacelli et al. 2011; Petrosky-Nadeau 2014; and Garn 2015) which

suggest that the financial cycle can directly influence the labor market, and the

job creation in particular.

The middle-aged cohort responds to variation in inflation - which we interpret

as a proxy for the business cycle. This result is in line with most studies on the
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Phillips curve and the NAIRU, in finding that inflation contributes to explain the

cyclical behavior of employment. Finally, our results suggest that the levels of

employment among the youngest cohorts are the most closely related with the

financial and business cycle. This last result is of particular interest for studies on

labor market behavior, and it should be better investigated by future researches.

The results have to be refined in two directions. The first is methodological:

in this framework, projecting the variables trend for a long period is complex and

time-consuming. However, one of the aims of estimating unobserved components

is to forecast future behaviors of variables. This claims for a methodological im-

provement obtain forecasts of the components in directly through the model.

The second is theoretical. The fact that prime-aged are more sensible to credit

conditions seems reasonable, but could be further investigated in a future research

as the goal of an ad hoc investigation.
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Chapter 4

Conclusions

The goal of this thesis was to investigate some important elements of financial

stability. The analysis is conducted from three different perspectives and points

of view, that correspond to the three chapters of this work, which partly retrace

the study, research and work path of the author.

Contributions and innovations to the literature on financial stability come from

each of the three chapters; however, despite bringing the analysis further, some

issues in each topic remain open.

Chapter one is devoted to the analysis of the stability of the banking sector. It

presents a machine learning technique to timely identify cases of financial distress,

developed on a sample of relatively small European banks. The new and broader

definition of distress allows to significantly enlarge the sample of positive events

on which to estimate the model, while the new modelling technique ensures robust

and reliable results. However, the work could be refined in at least two ways: first,

the prediction horizon is relatively short (1-3 months), which undoubtedly limits

the practical usefulness of the model; a longer prediction horizon would allor for

a wider time frame for the supervisor to intervene, and potentially intercept or

mitigate the cases of financial distress. Second, the composition of the dataset

could be improved, in particular with respect to country-level macro variables.

Givren the strong polarisation of the sample towards some jurisdictions (namely

Germany, Austria and Italy), country variables like deficit over GDP ratio tend

to become country proxies rather than indicators of the financial situation of a
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jurisdiction. In order to partly mitigate this issue, further developments of this

work could include the inclusion of variables at the regional level (such as regional

GDP, regional unemployment).

Chapter two presents a state-space methodology based on Borio et al. (2013)

to build a ”finance neutral” measure of potential output. We do so by introducing

some proxies for the cycle in a state space framework, by augmenting the measure-

ment equation. The results obtained with this methodology are more precise and

robust with respect to the methods we use as benchmark, and we therefore confirm

most of the results of Borio et al. (2013). Further research on this topic cannot

overlook the creation of a fully specified model to better define the estimation

framework.

Finally, chapter three proposes a two-step approach to estimate trend employ-

ment. While the methodological framework is not dissimilar from that of Chapter

two (a state-space model with augmented measurement equation, to include prox-

ies for the cycle), the scope of the investigation is different. The goal is in fact

to retrieve a time series for long term employment, that would incorporate demo-

graphic dynamics that are often disregarded by traditional estimation methods:

we conduct the analysis by gender and age-cohort, filtering out the cyclical compo-

nent separately. Even in this third chapter there is room for a further expansion of

the research: one might investigate why prime-aged workers are the most affected

by credit conditions, by conducting an ad hoc empirical analysis, or incorporate a

forward looking perspective directly in the estimation process.
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Chapter 5

Appendices

5.1 Appendix A: List of the Variables

List of the variables used, including only the variables included in the final speci-

fication of the model:

• Inflation rate: consumer price index, United States, annual data 1960-2015,

St. Louis Fed,

• Interest rate: monetary policy interest rate, 3-month treasury bill, United

States, annual data 1960-2015, St. Louis Fed,

• Labor force and population: disaggregated for gender and age cohorts, United

States, annual data 1960-2015, OECD-LFS statistics,

• Credit to non-financial corporations : credit to private non-financial sector

(PNFS), United States, annual data 1960-2015, Bank for International Set-

tlements.

• Output gap: calculated as percent deviation of actual gdp from its potential,

United States, annual data 1960-2015, St. Louis Fed.

102



5.2 Appendix B: Supplementary Results

Figure 5.1: Results for females by age cohort 15-19 and 20-24

(a) 15-19 Actual and potential employment (b) 15-19 HP confidence bands

(c) 15-19 Actual and potential employment (d) 15-19 HP confidence bands

(e) 20-24 Actual and potential employment (f) 20-24 HP confidence bands

(g) 20-24 Actual and potential employment (h) 20-24 HP confidence bands
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Figure 5.2: Results for females by age cohort 25-29 and 30-34

(a) 25-29 Actual and potential employment (b) 25-29 HP confidence bands

(c) 25-29 Actual and potential employment (d) 25-29 HP confidence bands

(e) 30-34 Actual and potential employment (f) 30-34 HP confidence bands

(g) 30-34 Actual and potential employment (h) 30-34 HP confidence bands
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Figure 5.3: Results for females by age cohort 35-39 and 40-44

(a) 35-39 Actual and potential employment (b) 35-39 HP confidence bands

(c) 35-39 Actual and potential employment (d) 35-39 HP confidence bands

(e) 40-44 Actual and potential employment (f) 40-44 HP confidence bands

(g) 40-44 Actual and potential employment (h) 40-44 HP confidence bands
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Figure 5.4: Results for females by age cohort 45-49 and 50-54

(a) 45-49 Actual and potential employment (b) 45-49 HP confidence bands

(c) 45-49 Actual and potential employment (d) 45-49 HP confidence bands

(e) 50-54 Actual and potential employment (f) 50-54 HP confidence bands

(g) 50-54 Actual and potential employment (h) 50-54 HP confidence bands
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Figure 5.5: Results for females by age cohort 55-59 and 60-64

(a) 55-59 Actual and potential employment (b) 55-59 HP confidence bands

(c) 55-59 Actual and potential employment (d) 55-59 HP confidence bands

(e) 60-64 Actual and potential employment (f) 60-64 HP confidence bands

(g) 60-64 Actual and potential employment (h) 60-64 HP confidence bands
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Figure 5.6: Results for females by age cohort 65+

(a) 65+ Actual and potential employment (b) 65+ HP confidence bands

(c) 65+ Actual and potential employment (d) 65+ HP confidence bands
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Figure 5.7: Results for males by age cohort 15-19 and 20-24

(a) 15-19 Actual and potential employment (b) 15-19 HP confidence bands

(c) 15-19 Actual and potential employment (d) 15-19 HP confidence bands

(e) 20-24 Actual and potential employment (f) 20-24 HP confidence bands

(g) 20-24 Actual and potential employment (h) 20-24 HP confidence bands
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Figure 5.8: Results for males by age cohort 25-29 and 30-34

(a) 25-29 Actual and potential employment (b) 25-29 HP confidence bands

(c) 25-29 Actual and potential employment (d) 25-29 HP confidence bands

(e) 30-34 Actual and potential employment (f) 30-34 HP confidence bands

(g) 30-34 Actual and potential employment (h) 30-34 HP confidence bands
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Figure 5.9: Results for males by age cohort 35-39 and 40-44

(a) 35-39 Actual and potential employment (b) 35-39 HP confidence bands

(c) 35-39 Actual and potential employment (d) 35-39 HP confidence bands

(e) 40-44 Actual and potential employment (f) 40-44 HP confidence bands

(g) 40-44 Actual and potential employment (h) 40-44 HP confidence bands
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Figure 5.10: Results for males by age cohort 45-49 and 50-54

(a) 45-49 Actual and potential employment (b) 45-49 HP confidence bands

(c) 45-49 Actual and potential employment (d) 45-49 HP confidence bands

(e) 50-54 Actual and potential employment (f) 50-54 HP confidence bands

(g) 50-54 Actual and potential employment (h) 50-54 HP confidence bands
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Figure 5.11: Results for males by age cohort 55-59 and 60-64

(a) 55-59 Actual and potential employment (b) 55-59 HP confidence bands

(c) 55-59 Actual and potential employment (d) 55-59 HP confidence bands

(e) 60-64 Actual and potential employment (f) 60-64 HP confidence bands

(g) 60-64 Actual and potential employment (h) 60-64 HP confidence bands
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Figure 5.12: Results for males by age cohort 65+

(a) 65+ Actual and potential employment (b) 65+ HP confidence bands

(c) 65+ Actual and potential employment (d) 65+ HP confidence bands

Figure 5.13: Quarterly figures, total employment

(a) Quarterly HP (b) Quarterly KF

(c) Quarterly actual series (d) Quarterly KF-HP
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