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Abstract

Nowadays, Networked Embedded Systems (NES’s) are a pervasive technology. Their use

ranges from communication, to home automation, to safety critical fields. Their increas-

ing complexity requires new methodologies for efficient design and verification phases.

This work presents a generic design flow for NES’s, supported by the implementation

of tools for its application. The design flow exploits the SystemC language, and consid-

ers the network as a design space dimension. Some extensions to the base methodology

have been performed to consider the presence of a middleware as well as dependabil-

ity requirements. Translation tools have been implemented to allow the adoption of the

proposed methodology with designs written in other HDL’s.
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1

Introduction

Today’s distributed applications are becoming more and more complex, involving many

different tasks spread over hundreds or thousands of networked embedded systems con-

nected through different types of channels and protocols [58]. In this context, computer-

aided design should be fruitfully applied not only to each node, as currently done in the

context of electronic systems design, but also to the communication infrastructure among

them.

For instance, the scenario depicted in Figure 1.1, is related to the temperature control

application of a skyscraper. In each room, there is at least one sensor (in Figure denoted by

S) which keeps track of the local temperature. Collected data are sent to controllers (de-

noted by C), which send commands to actuators (denoted by A), e.g., coolers. Controllers

can be either fixed (e.g., on the wall of each room) or embedded into mobile devices to

let people set the preferred temperature of the environment around them. A centralized

controller is also present to perform some global operations on the temperature control

system, e.g., to ensure that room settings comply with the total energy budget.

To properly design this application, many aspects should be taken into account, e.g.:

• different concurrent tasks are involved, e.g., temperature sensing, and cooler activa-

tion;

• many instances of each task are present, e.g., a mobile controller for each user;

• tasks are hosted by physical devices with different capabilities, e.g., mobile vs. fixed

embedded systems;

• physical channels can be either wireless or wired;

• communication protocols can be either reliable or un-reliable, best effort or with pri-

ority;

• the position in which sensors, controllers and actuator are placed affects the commu-

nications among them, the sensing performance and the control policy.

In traditional embedded systems applications the focus is the correct behavior of the

single system while in distributed embedded systems applications the focus is the good

behavior of the global distributed application, which depends not only on nodes but also

on the communication infrastructure among them. For instance, in a traditional cellphone

application, the objective is to guarantee a good communication between two users. This

is assured by using techniques and protocols which are unaware of the usage environ-

ment, as the presence of other users in the same area, since the transmission time and
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Fig. 1.1. Example of application for building automation.

bandwidth is divided into pre-fixed slots. Thus, traditional cellphones are point-to-point

applications. Conversely, it is possible to implement cellphones which perform Quality-

of-Service (QoS), exploiting the environmental informations, like the presence of other

cellphones, to choose the transmission bandwidth and time. Such QoS-oriented cellphone

applications represents a distributed application.

Moreover, in some highly-cooperative applications it could not matter if a single node

does not work correctly, as long as the global application behavior respects design ob-

jectives. For instance, in a temperature monitoring application, the objective is to have

a good estimation of the average temperature, and not that each single node will work

correctly.

Therefore, as depicted in Figure 1.2, in networked embedded applications the tra-

ditional flows of design, verification and dependability analysis should be applied not

only to each node in isolation but also to the whole distributed systems. Thus, distributed

applications pose new questions to designers, traditionally mainly interested in the speci-

fication of each embedded system in isolation. Some issues are:

• Calculate the required number of nodes.

• Estimate the maximum number of supported nodes.

• Discover the best assignment between tasks and network nodes by taking into account

tasks’ requirements and nodes’ capabilities.
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Fig. 1.2. Design focus shift: from single node to global behavior.

• Given a partition of the environment into zones, find out the best task-to-zone assign-

ment.

• Given an assignment of tasks (with the corresponding communication requirements)

to nodes, decide which channel types and protocols should be used among them, to

satisfy such requirements.

• Decide if it is useful to introduce additional intermediate systems (e.g., routers, range

extenders), to improve communication performance.

Solving these issues leads to the complete definition of both the nodes and communi-

cation infrastructure. All these new questions are strictly related with the communication

aspects of the application, and hence, it is needed a design process which considers not

only HW and SW, but also the Network as a fully-qualified design dimension.

Fig. 1.3. The key idea: a design methodology which considers HW SW and NW design space

dimensions.
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Fig. 1.4. Three-dimension design space of networked embedded systems.

As reported in Figure 1.3.a, the related work on the design of networked systems can

be divided into two categories (Section 4.1):

1. focused on HW/SW design and not considering the network as part of the design

space;

2. focused on network-related problems, but without a general design methodology tak-

ing into account the whole application.

The novel idea followed by this thesis is to try to merge these two opposite approaches

into a single design space (Figure 1.3.b), which will allow the codesign of HW, SW and

Network.

In fact, the lack of network modeling may lead to non-optimal solutions in the sys-

tem design, since recent work demonstrated that HW/SW design and network design

are correlated [119]. Choices taken during the System design exploration may influence

the network configuration and viceversa. The result is a three-dimension design space as

depicted in Figure 1.4. The vertical and horizontal dimensions address both the refine-

ment of the System model and the optimization of its algorithms, i.e. it addresses the

HW and SW design dimensions. During this process the network model is used both to

drive architecture exploration and to verify that communication requirements are met. The

depth dimension represents the design space of the network model in which the choice

of protocols, channel and quality-of-service techniques may impact on the design of the

networked embedded systems.

This thesis presents a global design flow, which starts from application specification

and leads to the actual distributed application throw refinement steps involving HW, SW,

and Network components of the distributed embedded system. Its applicability regards
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all the distributed applications where the network is not fixed a priori, as in the case of

wireless sensor networks and networked control system; in the final chapter of the thesis

some remarks will introduce the use of this approach also in the context of networks on

chip.

Similarly to the definition of components in electronic system design, the process of

network dimension design is referred with the name of network synthesis; it consists in

the following steps:

1. specification of the communication requirements of the application to be designed;

2. progressive refinement of the specification through design-space exploration;

3. mapping of the solution onto actual objects, i.e., physical channels, protocols, inter-

mediate systems.

Moreover, this thesis addresses also some generic issues related to NES’s design, such

as design translation between different HDL’s, dependability analysis, and system/net-

work simulation.

1.1 Thesis structure

This work is structured as follows. Chapter 2 introduces some basic concepts useful to

better understand the topics addressed in this thesis. The global design flow is described

in Chapter 3, which is made by many sub-methodologies and supported by the corre-

sponding tools. Each involved methodology and tool is described in a dedicated chapter

( 4 5 6 7 8 9 10 ), which includes a detailed analysis of the related state of the art, a

deep description of the methodology or tool, and experimental results. Chapter 11 reports

a complete application of the proposed design flow. Finally, conclusions and remarks on

possible extensions of the work are drawn in Chapter 12.





2

Background

This chapter briefly introduces some basic concepts related to the topics addressed in this

thesis. The key ideas are reported to better understand subsequent chapters. For a more

detailed description about the topics here introduced, please refer to the bibliografy. State-

of-the-art analysis regarding each research topic of the thesis is reported at the beginning

of each related chapter.

Section 2.1 outlines some areas in which NES’s are adopted, and some common com-

munication protocols. Section 2.2 describes concepts relative to the System Level Design,

like standard design flows for embedded systems, and the most used design languages. Fi-

nally, verification issues and techniques are briefly reported Section 2.3.

2.1 Networked Embedded Systems

Networked Embedded Systems (NES’s) are special-purpose computation devices in which

the communication aspects play a fundamental role; they are adopted in many different

fields, e.g., set-top boxes, mobile terminals, process automation, home automation, auto-

motive.

A NES category which is becoming of common usage in our houses is constituted by

set-top boxes [128]. Set-top boxes are devices that connect a television and an external

signal source, converting the signal into television content and vice versa. Common set-

top boxes are satellite decoders and IPTV boxes. This kind of NES’s have to be cheap,

since they are consumer-oriented. Communication aspects are ever more important for

these kind of devices to increase the delivery quality of multimedia content (e.g., through

priority transmission and packet protection) and to introduce security guarantees (e.g.,

through cryptographic protocols).

Mobile terminals [132, 166] are another wide area of NES’s. The most common mo-

bile terminals are cell phones. In the last years, cell phones have notably increased their

complexity, thus, they are becoming more similar to general purpose computers. In fact,

they are currently able to run many different applications, and they integrate also many

devices like cameras and sensors. Commonly, mobile terminals must have low cost, small

size and low power consumption; they will support the ever growing wireless capacity to

provide richer services to the users. Finally, security is an issue due to the transmission of
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sensible data, and user interfaces must be of easy usage, more intuitive than a traditional

PC.

Home automation [91,148] is another consumer-oriented topic, which involves NES’s.

A typical example in this context has been described in the introduction of this thesis and

in Figure 1.1. This kind of applications can have constraints on dependability and real-

timeness, to assure quality of service, or when damage to people is possible. Power con-

sumption is usually a tight constraints, to reduce home maintainance costs. Finally, since

they are consumer-oriented applications, they must be cheap and possibly miniaturized.

In industrial context, NES’s are used for controlling [29] and automotive [99, 102,

121]. Such NES’s can have very hard constraints on realtime operation and depend-

ability, because of the safety-critical application context. For instance, the temperature-

monitoring of an oil plant requires a very dependable infrastructure, with a quick activa-

tion of health-safety systems in case of danger. Moreover, there can be security issues,

when wireless transmissions or Internet connections are adopted.

Many of the reported NES applications fall into the category of Wireless Sensor Net-

works (WSN’s) [9]. WSN design constraints vary depending on their usage, but the most

common are low power consumption, miniaturization, low computation capabilities, low

communication rate, and high degree of dependability.

2.1.1 Communication protocols

There are many communication protocols used to interconnect NES’s.

IEEE 802.11 [95] is a set of standards concerning Wireless Local Area Networks

(WLAN’s). Each 802.11 standard has been derived from the original 802.11-1997 stan-

dard as amendment. Most common protocols belonging to this family are 802.11a,

802.11b, 802.11g, 802.11e, and 802.11n.

The 802.11a standard uses the same data link layer protocol and frame format as the

original standard, but it has an orthogonal frequency-division multiplexing physical layer,

which allow to have a maximum bitrate of 54 Mb/s. It has been released in 1999.

In the same year, another amendment was released, namely the 802.11b. It it uses the

same channel access method of 802.11-1997, but it implements an extended modulation

technique leading to a maximum bitrate of 11 Mb/s.

802.11g has been released in 2003. It uses the same band of 802.11b, but integrates

the transmission schema of 802.11a. Thus, it can have a maximum bitrate of 54 Mb/s, as

802.11a.

802.11e defines QoS enhancements through modification to the Media Access Control

(MAC) layer. Thus, it is an important improvement for applications which are sensible to

delays, such as multimedia streaming.

In 2009, IEEE has released the 802.11n amendment, which allows bitrates from 54

Mb/s to 600 Mb/s, through the use of multiple-input multiple-output antennas.

Another important standard is the 802.15.4 [111]. Released in 2006, it specifies the

physical and MAC layers for low-rate wireless personal area networks. It allows a maxi-

mum bitrate of 250 Kb/s. For managing packet collisions, it uses the Carrier Sense Multi-

ple Access with Collision Avoidance (CSMA/CA) schema. Supported network topologies

are star and peer-to-peer.

ZigBee [171] is a protocol which adopts the 802.15.4 for its lower levels. It is a speci-

fication of high-level communication facilities for small and low-power digital radios. For
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this reason, it is widely adopted for home automation and entertainment, and for wireless

sensor networks. The ZigBee standard is not published by IEEE, since it is maintained

by the ZigBee Alliance. Any commercial implementation requires the payment of fees

to join the ZigBee Alliance, while the standard is freely available for non-commercial

purposes.

Fieldbus [64] is a family of industrial wired network protocols, used for realtime dis-

tributed control. It is standardized as IEC 61158. The standard encompasses the physical,

data link and application layer. Standards belonging to the Fieldbus family are not directly

interchangeable.

One of the main competitor of Fieldbus is Controller Area Network (CAN) [43], de-

fined in the ISO 11898 standard. CAN is designed to allow microcontrollers and devices

to communicate each other without a host computer. CAN is a multi-master broadcast

serial bus, characterized by the capability of each node to send and receive packets. One

of the main application fields of CAN is automotive to connect devices, controllers and

sensors in today’s cars.

802.3 [96] is a collection of IEEE standards defining the physical and MAC layers

of wired Ethernet networks. It is related to Local Area Networks (LAN’s), but it also

has some wide area network applications. The maximum bitrate is strictly related to the

physical channel type and to the actual standard, with the maximum bitrate of 100 Gb/s,

as implemented in the 802.3ba standard.

2.2 System Level Design

System Level Design regards methodologies and languages suitable to design systems at

high level of abstraction.

A possible analogy to explain System Level Design issues, is the evolution of lan-

guages in the SW field. SW languages have evolved from plain assembly to more complex

and abstract languages like C++, Java, Ruby, which provide high level data manipulation

and advanced programming features like objects, generics, polymorphism, reflexion and

closures. These languages let to create in a shorter amount of time programs which are

more complex but at the same time easier to maintain and improve. Moreover, the top-

down code generation. i.e. the generation of machine code from high level languages, has

been supported by the implementation of automatic tools, i.e. compilers, which allow to

avoid error-prone and time consuming manual conversion.

The same event has happened in the fields of embedded systems and HW design.

Raising the level of abstraction has required the introduction of new design languages and

tools.

This section introduces some key concepts about the System Level Design. Sec-

tion 2.2.1 explains the terminology and the key ideas about usual top-down design flows.

Languages used to design embedded systems are similar to SW programming languages,

but they have also some important peculiarities. Their most important features are re-

ported in Section 2.2.2 Finally, Section 2.2.3 explains a design methodology, which is

focused on the adoption of a middleware as a new design space dimension.
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Fig. 2.1. Schema of a top-down design methodology.

2.2.1 Top-down design flow

Figure 2.1 illustrates the schema of a typical top-down design methodology. The design

flow starts with high level specification, that can be given in natural language, in a spec-

ification language like UML [125] or MARTE [123], or through a functional description

given in an implementation language, like C++ or SystemC.

Each design step consists in refining the model, i.e. adding implementation details, and

thus, moving the application model from a more abstract to a more concrete representa-

tion, until the actual system is completely designed. This process is known as synthesis.

After each refinement step, the application model shall be verified, in order to guarantee

that all the requirements and constraints are satisfied, and that eventual implementation

bugs are fixed. In order to simplify the synthesis and to reduce the time-to-market, many

research works are focused on providing methodologies and tools able to automatically

synthesize from high abstraction levels.

Usually, during each synthesis phase it is possible to take different design choices,

i.e., to have many candidate solutions on which map the application model. For instance,

the specification could describe the network communication protocol in terms of general

properties and requirements, such as the desired level of reliability in the communication.

On the other hand, during the synthesis, an actual protocol shall be chosen, and thus,

different reliable protocols shall be evaluated to check which one is more suitable for the
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application under design. The process to check different choices is named Design Space

Exploration (DSE).

Synthesis and DSE can be seen as two strictly related topics, which lead to an opti-

mization problem. For instance, in the HW field, designers want to synthesize chips w.r.t.

an optimization metric, such as the minimization of the area or consumed power. This

kind of problems are known to be NP-hard, and many research works aim at finding tech-

niques on how to discover a good, but not always optimal, solution in a short amount of

time.

2.2.2 Hardware Description Languages

Hardware Description Languages (HDL’s) are languages used to design hardware sys-

tems. Usually, HDL’s are able to describe systems at various abstraction levels, since

typical design flows are based on top-down methodologies. Some common abstraction

levels are:

• Behavioral: the functionalities are described by using high level operators. For in-

stance, the sum of two integers is performed directly.

• Register Transfer Level (RTL): the circuit is described in terms of registers, and oper-

ations on signals and ports.

• Gate: the circuit is described in terms of logic ports interconnected by wires. The

circuit is usually referred as netlist.

HDL’s have their semantics specified in terms of an event-driven simulation behavior.

This simplifies the implementation of actual simulators suitable to check the system cor-

rectness. As functions are the basic structures of software programs, the basic structures

of an hardware model are processes, which have a sensitivity list. Each time a port or sig-

nal belonging to the sensitivity list changes its value, the process is executed. Processes

are grouped into modules, and modules can be encapsulated into other modules, to create

complex hierarchies, similarly to what can be done with objects in software programming

languages. For instance, the model of a computer could contain various sub-modules, one

for each HW components, like CPU, RAM, bus, etc.. Since all the processes sensitive to

the same signal will be activated at the same time, the simulation semantics specify that

processes will be executed in parallel and in a unpredictable order, but each process will

execute atomically w.r.t. shared variables.

Besides software-like types as integers and booleans, HDL’s have special types for

data, which are strictly related to hardware systems. Typical types are bits and logics.

Logics are bit-like types which can have ‘0’ and ‘1’ as values, plus some values to

describe special behaviors. For instance, the value ‘X’ denotes that the value of the logic

bit is unknown.

Next paragraphs introduce some common HDL’s.

Verilog

Verilog [52] was introduced in 1985 by Gateway Design System Corporation, as a pro-

prietary language. In 1995 it became an IEEE standard (IEEE 1364) and a revision has

been published in 2001. The syntax is case sensitive and similar to C language. The Ver-

ilog standardization working group is no longer active, since its activities have been taken
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over by the IEEE P1800 standards group, which is working on standardization of Sys-

tem Verilog as well as taking on maintenance ownership of IEEE 1364. Despite this fact,

currently Verilog is one of the most adopted HDL’s.

The primary types are registers (reg) and wires (wire). Registers store values like

normal variables, whereas wires do not store values, since they represent physical inter-

connections between structural entities such as gates.

VHDL

The VHSIC Hardware Description Language (VHDL) [94] arose out of the United States

government’s Very High Speed Integrated Circuits (VHSIC) program, initiated in 1980.

VHDL became the IEEE 1076 standard in 1987 and a revisioned version has been pub-

lished in 1993. It is a case-insensitive strongly typed language, and it has a syntax similar

to ADA.

A specific feature of VHDL is the clear separation between module interfaces and

their implementations. Designers can create many implementations of the same interface,

choosing at compile time which one shall be used. This is useful to design modules at

various abstraction levels, without changing module interconnections.

VHDL supports generic programming on constant values, which shall be defined at

module instantiation time.

SystemC

SystemC [97] is a recently introduced HDL, which represents an extension of C++.

It has been created by the Open SystemC Initiative (OSCI), and in 2005 it became

the IEEE P1666 standard. A reference simulator is freely available from the OSCI site

(www.systemc.org).

Due its C++ base, SystemC has a great flexibility and supports advanced features like

templates. Hence, SystemC has a more complex syntax than other HDL’s, and it has also

the same semantics lacks of C++.

An important extension to the RTL set of primitives is the Transaction Level Model-

ing (TLM) [159], which allows to describe designs at Electronic System Level (ESL). At

ESL, the communication between modules is separated from their functionalities. Com-

munication infrastructure like buses and FIFO’s are modeled as channels, with standard

interfaces. This hides communication details to modules, and thus, designers can check

different communication schemes without changing module implementation. TLM simu-

lations are usually two order faster than functionally equivalent RTL simulations.

Thanks to this high level of abstraction, TLM is suitable to describe systems with HW

& SW mixed components, before performing usual HW/SW partitioning.

2.2.3 Abstract Middleware Environment

The Abstract Middleware Environment (AME) [68] is a design flow based on the assump-

tion that a middleware will be present in the final distributed application. It is introduced

as a background notion since it is based on three abstraction levels, which can be taken as

reference to develop a more general design and verification methodology, as proposed in

this thesis (see Chapter 3).
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Fig. 2.2. AME-based design flow.

AME simulation environment contains an abstract model of the middleware support-

ing different programming paradigms available in literature, i.e. Object Oriented (OOM),

Message Oriented (MOM), Tuple-Space (TSM) and Database (DBM) paradigms. AME

has been introduced to avoid early assumptions on middleware characteristics, and to

allow a parallel design of the application and of the other parts of the system, like the

network. Thus, with AME the middleware becomes a true project dimension, which re-

quires DSE and synthesis (i.e. the mapping on a real middleware). AME allows also the

reusing of application code thanks to automatic conversion between different middleware

programming paradigms [70].

The design flow supported by AME is depicted in Figure 2.2; it consists of three steps.

In the first step, namely System View (SYSV) (Fig. 2.2.b), the application is mod-

eled in SystemC, following the functional requirements (Fig. 2.2.a). The application con-

sists of different tasks using the middleware primitives for communications, but actually

the simulation does not take into account the presence of the network. In the next step

(Fig. 2.2.c), namely Network View (NWV), tasks are grouped into network nodes, and the

abstract middleware is binded to a network simulator, thus considering network effects on

communications between tasks belonging to different nodes [69]. Next, at Platform View

(PLV) (Fig. 2.2.d), HW/SW partitioning is performed on each node as currently done for

traditional embedded systems. The simulation is carried on by using cosimulation of HW,

SW and network components. Finally, the mapping on actual nodes leads to the complete

implementation of the system, where the abstract middleware is replaced by the actual

middleware (Fig. 2.2.e).

2.3 Assessing embedded systems correctness

Checking the correctness of embedded systems is a fundamental step during design

phases, in order to assure the quality of the final product. Designers can be interested

in assuring at least three different properties:

• The system implementation is bug-free. This goes under the general term of verifica-

tion [98].

• The system respects the specification constraints and objective. This is named valida-

tion [98].

• The system is able to work properly even in case of some errors. This issue is named

dependability [13].
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In literature there are two main research areas devoted to provide methodologies to

assure such properties. The first one is represented by formal methods, and in particular

by model checking, the second one relies on testing.

Formal methods are based on mathematical models and abstract representation of the

actual system. Thus, they are able to assess system correctness. Unfortunately, formal

methods use NP-hard algorithms, and thus, they are usually adopted to check only impor-

tant portions of the whole system.

Testing is based on the simulation of the system. As such, testing cannot give a final

answer about system correctness as formal methods, but it can be adopted also with very

huge designs. Since testing is based on simulation, it becomes crucial which inputs are

given to stimulate the design. A sequence of inputs is named testbench, and a set of test-

benches is named testset. A testset is considered of high quality if it is able to simulate

the design achieving a high score w.r.t. a given metric.

The following section illustrates the Fault Injection technique, which can be adopted

both to generate high quality testsets and to assess the dependability of the system.

2.3.1 Fault Injection and Fault Simulation

Fault injection is a methodology widely adopted in many different fields. A system fail-

ure is an even that occurs when the system behavior deviates from the correct service.

An error is the system part which may cause a subsequent failure. Actual systems may

fail due to errors in the implementation or in the specifics. A fault is the cause of an er-

ror [13]. Fault injection is based on the concept of fault model, i.e. a set of mutations,

which represents an abstraction of actual faults of the system. The most common fault

injection technique, used to inject the Design Under Verification (DUV), consists in the

mutation of the DUV source code; for instance, an addition operation can be substituted

with a subtraction. In literature there are many fault models, each one tailored to actual

contexts and able to reproduce different errors. For instance, a fault model used at gate

level is the Stuck-at, which forces a bit to hold always one or zero. This fault model can

represent the abstraction of a broken wire.

Fault injection can be used at least for two objectives:

1. As a coverage metric, namely Fault Coverage.

2. As a dependability analysis technique.

The fault coverage metric measures the number of injected faults that originate a dif-

ference in the result of a computation. These faults are called propagated or detected. The

fault propagation is usually checked by simulating the injected design. Ideally, a good

testset should propagate all the faults, but in practice an high percentage of propagated

faults can suffice. Fault coverage is then used to perform the testbanch qualification, i.e.

to check testbenches quality. If the required minimum percentage of propagated faults is

not reached, the testset shall be enriched with new tests in order to increase the fault cov-

erage. On the other hand, if a test is unable to propagate any fault, such a test is considered

to stimulate too weakly the design, and hence it can be removed from the testset.

Considering the dependability analysis, a system is defined dependable if the behavior

is correct even if an error occurs. Thus, a fault can be injected to check if the system

behaves correctly even in case of that fault. If the fault propagates, the system is not

dependable w.r.t. that fault, and thus, it shall be modified to increase its dependability

level.
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Proposed design & verification methodology

This chapter describes the proposed design and verification methodology for Networked

Embedded Systems (NES’s). Such a methodology is constituted by sub-methodologies

to solve specific problems, and it is supported by some tools. All the presented sub-

methodologies and tools have been developed during these years of Ph.D. studies, and

thus, the presented global flow represents the summary of all the research work. The de-

sign flow is described in Section 3.1, and a related example is reported in Section 3.2.

The details of sub-methodologies and tools are explained in the following chapters of this

thesis.

3.1 Methodology overview

Figure 3.1 shows the proposed design flow for NES’s, which starting from high-level spec-

ification leads to the actual NES via three macro-phases, each one addressing a different

design aspect. Greu rounded boxes are the threee macro-phases on which the proposed

design flow is based. Orange ellipses represent design methodologies integrated into the

proposed design flow, while yellow boxes represent the developed tools. Remaining grey

ellipses represent general design issues. For each block, the corresponding thesis chapter

is reported.

The input of the design flow is the application specification, which can be given in

SystemC, or in a specification modeling language such as UML [125] or SysML [124].

The first phase is named System View (SYSV) and implies the implementation of

an application model in SystemC. At this level of abstraction, application functionalities

are interconnected directly, and thus, they can interact in the same way a non-distributed

application can do. The objective of this phase is to create an application simulable model,

in order to get some initial feedbacks about design choices. Application functionalities are

partitioned into tasks, which can be implemented exploiting architectural patterns. Thus,

designers are able to check if it is required to change involved tasks and their interactions.

Moreover, some high-level verification steps can be performed, to check the satisfaction

of application requirements and the correctness of implemented code.

The second phase is named Network View (NWV). The network, which was abstracted

at SYSV, is made explicit, and the tasks are grouped into network nodes. This implies

that the simulation must consider eventual communication delays due to the network.
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Fig. 3.1. The proposed design flow for distributed systems, with support methodologies and tools.

During this phase, the network design space shall be completely designed and verified. For

instance, designers shall choose the number of nodes to deploy, which tasks to assign to a

node, where to place the nodes, the communication protocols, the kind of communication

channels (wired vs wireless), etc..

The last phase is the Platform View (PLV). This phase is performed on per-node bases,

and targets the system portion of the application, i.e. the HW and SW design space di-

mensions. Inside each node, HW and SW are co-designed, co-verified, partitioned and

synthesized. For instance, a TLM HW model can be refined at RTL, in order to have

better performances and power informations. Since the Network has been completely de-

signed, during this phase all the state-of-the-art design methodologies that address only

HW and SW can be reused.

The output of the PLV phase is the actual NES.

Since the proposed design flow is based on SystemC, to allow reuse of components

written with other HDL’s, and to integrate HDL tools which do not support SystemC, the

the proposed framework integrates a suite of translators between the various HDL’s. Such

a suite is named HIF Suite (Chapter 9) [22, 23].
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At NWV, the network design space exploration and synthesis should be performed ex-

ploiting techniques that addresses explicitally this design dimension as their main design

goal. The Communication Aware Specification and Synthesis Environment (CASSE) has

been proposed to solve this issue. The CASSE methodology is based on a formal model

of NES entities (Chapter 4) [75], which captures application, communication and compu-

tation requirements from a communication point of view. The formalization of the NES

leads to the formulation of an optimization problem, which can be then solved using both

analytics and simulative state-of-the-art techniques.

The simulation at NWV of the application model is useful to perform both design

space exploration of the network, and verification of the implemented application. The

simulation requires the integration of a network simulator with SystemC. While in re-

lated works the co-simulation of NW and HDL’s has been adopted, in this thesis the

effort has been to implement a network simulator directly in SystemC, in order to avoid

performances overheads. The implemented simulator has been named SystemC Network

Simulation Library (SCNSL) (Chapter 10) [47, 73, 77].

NES’s are very complex systems since both system and network portion of the ap-

plication must be accurately designed. These issues can be simplified by adopting a

middleware, since they allow to simplify tasks communication and to abstract hardware

details. On the other hand, the presence of a middleware creates new design issues at

NWV, since middleware communication and computation overheads shall be taken into

account during the network DSE. For this reason, CASSE has been extended and inte-

grated with an already existent methodology, namely the Abstract Middleware Environ-

ment (AME) [68–70] (Chapter 5) [71]. AME is a middleware-centric design methodology

which considers the middleware as a new design space dimension. Since AME is written

in SystemC and it is based on the same three macro-phases of the proposed global design

flow, i.e. SYSV, NWV and PLV, its integration has been quite straightforward.

Wrong design or malfunction of distributed systems can lead to drastic performance

degradation, severe damage to people and to the environment, and significant economic

losses. For this reason, the standardization of procedures to improve safety has become

an issue in the general context of embedded systems [41], and in the specific context of

avionics [62] and automotive [99].

Fig. 3.2. Dependability issues and thesis contributions.

Among all possible safety improving methodologies, fault injection has been chosen,

since it is widely adopted in industrial context. Fault injection can be used to both per-

form dependability analysis and testbench qualification. Its applicability depends on two

requirements: a fault model suitable for the application context, and a fast fault simulation

(Figure 3.2).
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In the proposed design flow, at NWV it is required to be able to specify dependability

constraints related to the network dimension, by exploiting the CASSE formal model.

Thus, CASSE has been extended with parameters able to express the dependability of

each network-related entity (Chapter 6) [76]. Then, it must be checked if dependability

requirements of the candidate solution have been met.

At this level of abstraction, a suitable fault model shall target explicitally the com-

munication. Since in literature there was not such a kind of fault model, the Network

Fault Model (NFM – Chapter 7) [72,74] has been introduced. The NFM has been derived

by classifying all possible communication errors of a wireless channel represented as an

EFSM, thus assuring that all incorrect behaviors were reproduced, and that meaningless

mutations were excluded.

Regarding the system portion of the application, fault injection can be performed on

single components at PLV by injecting functional faults taken from the literature, like Bit-

Coverage [63]. Since such fault models usually inject thousands of fault instances, it is

important to optimize fault simulation performances. A methodology to perform parallel

functional fault simulation has been implemented in a tool, named Propagation Analysis

Engine (PAE – Chapter 8) [49]. The key idea of PAE has been to extend to RTL parallel

fault simulation techniques typical of the gate level.

In the remaining of this thesis, all these methodologies and tools are described, ad-

dressing their key ideas and issues. Their validity is proven by the reported case studies.

3.2 Example of design flow adoption

This section reports an example which is an overview of the adoption of the proposed

design flow. As reference application, let us consider the design of the temperature moni-

toring application described in the introduction of this thesis, and depicted in Figure 1.1.

The input of the design flow is the application specification, which reports the func-

tional and dependability requirements of the application under design. For example, a

functional requirement may assert that the temperature of each room shall automatically

adapt to user’s preferences specified through mobile terminals. An example of depend-

ability requirement is to assure a good Quality of Service even in case of some temper-

ature senror breaking. Other common requirements may be the minimization of power

consumption and of the system cost.

This application could require the design of a custom temperature sensor node with

low power consumption. Designers could have already implemented a suitable sensor in

previous projects, and they would like to reuse it. For example, the sensor could be written

in VHDL. Since the proposed design flow is based on SystemC, they can automatically

translate the sensor design by using the HIF Suite.

The first design phase is to implement the application functionalities in SystemC at

SYSV. For this purpose, in literature there are works relative to Model-Driven Design,

which automatically translate application specification to actual code [11, 137–139]. An-

other chance is a manual step of implementation.

After the implementation at SYSV, designers can perform verification to assure con-

formance to the specification, and to fix eventual bugs. Verification can be accomplished

through simulation, since the design is simulable by using the standard SystemC distribu-

tion, or exploiting other verification tools.
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The next design phase, namely the NWV, consists in the refinement of the network

portion of the application. In this design step, designers shall choose communication pro-

tocols, node positions, task-to-node assignments, etc. To support this complex phase, de-

signers can adopt the CASSE methodology. To perform the design space exploration and

the verification through simulation, the SystemC platform must be interconnected with a

network simulator, since it is important to check the communication performances. The

network simulation can be performed by using SCNSL.

To verify that the network portion satisfies the dependability requirements, the design

is injected with the Network Fault Model. Some important feedback can be collected dur-

ing this phase. If dependability requirements are not reached, different protocols and node

positions could be explored. For example, the sensor nodes can have a failure percentage

reported in their data sheet. Thus, by using the NFM it is possible to discover the mini-

mum required number of nodes to guarantee a good temperature estimation even in case

of failure.

At PLV, the remaining design steps are on per-node basis. For instance, different

SW/HW partitioning can be evaluated and the HW portion will be refined at RTL and

then synthesized. Fault Injection can adopted to both testbench qualification and depend-

ability analysis. To speed up the fault simulation of the HW portion, designers can exploit

the parallel simulation techniques offered by PAE.

The result of this flow is the distributed application build over the corresponding net-

worked embedded systems.





4

Communication Aware Specification and Synthesis

Environment

This chapter presents a methodology useful to design the network dimension of a dis-

tributed embedded application, i.e. to perform the refinement at NWV. The methodology

name is Communication Aware Specification and Synthesis Environment (CASSE), since

it is based on a formal model and focuses on the network synthesis. Its applicability re-

gards all the distributed applications where the network is not defined a priori, for instance,

wireless sensor networks, networked embedded systems and networks on chip.

This chapter gives the mathematical basics of the network synthesis, in order to recon-

duct the synthesis to a traditional optimization problem. Exploiting such a formulation,

traditional and state of the art techniques can be applied to solve the synthesis problem.

The main contributions of this work are:

• a modeling framework that allows to represent the communication aspects of the ap-

plications;

• an extended design methodology which considers the communication infrastructure

as a dimension of the design space;

• case studies to show the potentiality and applicability of the approach.

The proposed methodology is also a first step towards the computer-aided synthesis

of the communication infrastructure, i.e., the automatic choice of channel type, protocols

and intermediate systems to support a distributed application. Synthesis is currently done

for hardware components but, as far as we know, this is the first attempt to apply the same

approach to the communication infrastructure.

The rest of this chapter is organized as follows. Related work is reported in Sec-

tion 4.1. The CASSE design flow is introduced in Section 4.2. The proposed formulation

of the problem is reported in Section 4.3. A first discussion of the synthesis methodol-

ogy is provided in Section 4.4. The proposed methodology has been applied to some case

studies. The objective is to clarify the explained concepts and the proposed formalization,

and not to provide an example of complete workflow. The first case study (Section 4.5)

regards a temperature-monitoring application. The second case study is an example of a

distributed computing application (Section 4.6). Conclusions and future work are reported

in Section 4.7.
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4.1 Related Work

The synthesis of distributed systems with some degree of network design has been ad-

dressed by many research works, in different fields, such as wireless sensor networks

(WSN). A virtual architecture has been proposed in order to simplify the synthesis

of algorithms for WSN [15]. Some network informations, like the topology and high-

level functionality, are used to configure the virtual architecture. However this work is

mainly focused on the application part of the system rather than on communication as-

pects. Platform-Based Design (PBD) has been adopted to design WSN for industrial con-

trol [27]. As usual in PBD, the application is designed at high level and then mapped

onto a set of possible actual candidates for the nodes. However, no guideline is provided

about the selection of the appropriate network architecture and communication protocol.

Scope-based techniques have been proposed in macroprogramming to specify complex in-

teractions between heterogeneous nodes of a WSN [118]. However, the number of nodes

and the network topology are an input of the technique, not a result as in the proposed

approach.

A communication synthesis methodology and HW/SW integration for embedded sys-

tem design has been addressed in [82]. The method is based on task graphs, and takes

places after partitioning and scheduling, inverting the phases proposed by many other

works, which perform scheduling assuming that the communication aspects have been

already set. On one hand, this inversion has the advantage that the scheduling problem is

simplified, since communication components will be designed later. On the other hand, it

does not allow the reuse or integration of the methodologies which performs scheduling

after network synthesis.

The design of Networks-on-Chips (NoC) offers an example of system-network inte-

grated approach which is close to those proposed in this work. NoC’s are embedded sys-

tems and, thus, they are designed with the traditional specification-refinement-synthesis

flow; nevertheless they have also a communication infrastructure which is a simplified

version of a packet-switched network. The internal NoC topology can be either irregular

or have regular form, e.g., mesh, tour, ring, and butterfly [19]; its design presents prob-

lems similar to the one of traditional packet-based networks. For example, some research

has suggested that the mesh topology is most efficient in terms of latency, power con-

sumption and implementation simplicity [6]. Routing protocols are a design issue, too.

In NoC’s routing can be deterministic or adaptive according to the current state of the

network and to appropriate quality-of-service (QoS) policies [6]. Regarding the latter,

best effort and guaranteed throughput have been proposed [145]; they are very similar to

those defined for TCP/IP [143]. The problem of the optimal mapping of tasks onto NoC’s

cores is known to be NP-hard. In some works, heuristics based on graph-decomposition

techniques have been used [6,131]. A Mixed Integer Linear Programming (MILP) formu-

lation of the problem has been proposed [37]. It assumes a regular 2D mesh topology, and

shortest-path static routing. This methodology allows two different optimization criteria,

i.e., minimization of the average hop distance (which is proportional to power consump-

tion and communication delay), and minimization of the bandwidth (which consists in

minimizing the most-congested link-queuing time, and maximizing the throughput).

Synthesis of communication protocols is another research topic related to the focus

of this work. Automatic tools have been adopted to derive the actual implementation
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of protocols specified through finite state machines [106, 170], Petri Nets [168], trace

models [142], and languages like LOTOS [54].

A general modeling framwork for a global design flow could be useful to integrate the

various contributes, in order to allow the NES design by exploring HW, SW and Network

design space dimensions. This chapter presents a work in such a direction.

4.2 Design flow for network synthesis

Fig. 4.1. The proposed design flow for distributed systems: new steps for network design (in orange)

are added symmetrically to the state-of-the-art system design flow.

Figure 4.1 shows the design flow of a distributed embedded system; the right part of

the Figure depicts the state-of-the-art design flow of embedded systems while the left part

of the Figure introduces the proposed additional steps for the design of the network.

In the traditional system design flow a platform-independent model of the system is

created starting from application requirements, both functional and non-functional. This

is a pure specification model of concurrent resources (e.g., tasks) and their interaction

through a communication medium (e.g., channels). Behavior in this specification is usu-

ally expressed through languages like UML and C/C++ or through the use of tools like

Matlab/Simulink/Stateflow (please, refer to Section 4.2.1 for a survey).

This specification, together with a description of the target platform, is the subject of

a Design Space Exploration (DSE) which maps tasks onto HW and SW components for
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the target platform. The result is platform-dependent description of the system in which

HW blocks are described by HDL languages like SystemC and VHDL while SW blocks

are implemented in C/C++ and compiled for the target CPU.

This flow is perfect for isolated embedded systems, and it can be adopted at PLV, but

in case of distributed applications made of many embedded systems it lacks a specific

path devoted to the design of the communication infrastructure between them. For this

reason, new steps are proposed as depicted in the left side of Figure 4.1, at NWV.

The new design path is quite symmetric with respect to the traditional design path

since it applies the same concepts to the communication aspects of the whole system.

Starting from the communication requirements, a formal network model is derived. It

contains computational cost of each task, e.g., in terms of CPU and memory usage, and

the requirements of communication flows between tasks, e.g., their throughput and per-

mitted latency. The output of this phase will be a parametric model with free and bounded

parameters and constraints among them.

This formal model of the network, together with a description of actual channels and

protocols, is the subject of design-space exploration aiming at searching the optimal so-

lutions of the parametric model obtained in the previous phase. Actual channels and pro-

tocols are chosen according to their affinity to the optimal solutions. This last phase is

named network synthesis. The final result is a network-aware description of the applica-

tion with the mapping of application tasks onto network nodes, their spatial displacement,

the type of channels and protocols among them, and the network topology which may pro-

vide additional intermediate nodes to improve communication performance.

The network-aware description of the application contains important information for

the design of each node of the network, i.e., the list of tasks assigned to it and the presence

of new tasks to handle network protocols. For this reason, this description is used as input

in the traditional design-space exploration of each node as reported in the right part of

Figure 4.1.

4.2.1 High-level system specification languages

The elements of the formal network model depicted in Figure 4.1 can be extracted from

a high-level description of the application created by well-known languages as those re-

ported in this Section.

MARTE [123] is a profile of UML [125] designed to allow an easy specification

of real-time and embedded systems. It provides some sub-profiles, like Non-Functional-

Properties (NFP), which allows to describe the “fitness” of the system behavior (e.g. per-

formance, memory usage, power consumption, etc.). The Software Resource Modeling

(SRM) and the Hardware Resource Modeling (HRM) profiles are derived from NFP, and

they address the modeling of resources.

The System Modeling Language (SysML) [124] is an extension of UML to provide a

general-purpose modeling language for systems engineering applications.

Mathworks has developed Simulink [156] and Stateflow [157] to model and simulate

dynamic and embedded systems. Simulink models an application as the inter-connection

of dynamic blocks (e.g., a filter) or digital blocks. Stateflow describes applications as

finite-state machines. The tools can also be combined to represent hybrid automata.

The Ptolemy Project [34] is born to model concurrent real-time and embedded sys-

tems. One of its main advantages is the support for heterogeneous mixtures of compu-

tation models. Ptolemy supports simulation by using the actor-oriented design; actors
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are software components executed concurrently and able to communicate by sending

messages throw interconnected ports. Ptolemy also supports communication modeling

through Khan process networks [103]. Khan Process Networks (KPN) are a distributed

model of computation based on tokens. The focus of KPN’s is on the flow of computation

and thus, KPN seems well suited to check properties on the communication schema.

SystemC [97], initially born as hardware description language, has been extended with

the Transaction Level Modeling (TLM) [159], to describe HW/SW systems. SystemC and

TLM allow to describe tasks as nested components with event-driven or clock-driven pro-

cesses. Communications between tasks can be described by using standard protocols and

payloads which simplify the specification of their behavior. TLM has born to represent

local communications, such as bus interconnections or accesses to devices.

SpecC [33] is an extension of the C language to be used as system-level design lan-

guage, like SystemC/TLM. The SpecC methodology is a top-down design flow, with four

well-defined levels of abstraction. It allows different ways to describe the target control

(sequential, FSM, parallel and behavioral). One key concept of SpecC is the clear sep-

aration of the communication and computation model which can be useful to specify

computation and communication aspects of tasks.

Metropolis [32] is a framework based on the idea of meta-model to support vari-

ous communication and computation semantics in a uniform way. This approach imple-

ments the abstract semantics of process networks and uses the concepts advocated by the

platform-based design methodology, i.e., functionality and architecture across models of

computation and abstraction levels, and the mapping relationships between them.

The proposed formal model is not a model of computation as TLM or KPN’s, since

its focus is on the specification of requirements. Moreover, it is network-centric, i.e. the

distributed application components are described by using the characteristics which are

related with the communication, and it hides all the other details.

4.3 The formal network model

This Section defines the entities and relationships which represents the formal network

model depicted in Figure 4.1. The structure of this model is motivated by its goal which

is network synthesis defined as follows.

Definition 4.1. Network synthesis is a design process which starts from a high-level spec-

ification of a distributed system and finds an actual description of its communication

infrastructure in terms of mapping of application tasks onto network nodes, their spatial

displacement, the type of channels and protocols among them, and the network topology.

Figure 4.2 reports a system under design with a partitioning between the system por-

tion and the network portion; the former is the subject of traditional system design while

the latter is the subject of network synthesis. According to the concepts described in Sec-

tion 4.2 both partitions will be described with entities and relationships in this Section.

The system portion consists of network nodes (Section 4.3.3) which contain tasks

(Section 4.3.1), i.e., sequences of operations accomplished to implement the overall be-

havior of the distributed system. Data flows (Section 4.3.2) are defined between tasks.

Nodes are deployed in zones (Section 4.3.5), with specific environmental characteristics,

and zones are related together by physical characteristics like obstacles, walls, distances,
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Fig. 4.2. System/network partitioning for network modeling and synthesis.

etc. (Section 4.3.6). A communication protocol is established between nodes to convey

the data flows of the hosted tasks. The network portion consists of the physical channel

and all the protocol entities which permit the communication between the nodes. To bet-

ter describe the network portion, the entity named abstract channel (Section 4.3.4) will

be introduced. To understand the role of this entity, let us consider two examples. In the

first example, the design goal is a complete wireless device; therefore, the system portion

includes CPU, memory, and all the transmission components up to the antenna while the

network portion could be represented by the radio channel. In the second example, the

design goal is a a temperature control application; therefore, the system portion is the

control algorithm while the network portion could be a reliable byte-oriented data flow as

provided by TCP/IP which hides all the lower layers down to the physical channel. The

concept of Abstract Channel (AC) unifies the physical channel of the first example and

the transport channel of the second one. AC is defined as follows.

Definition 4.2. Referring to the ISO/OSI model and assuming that the functionality to be

designed is at level N , the AC contains the physical channel, and all the protocol entities

up to level N − 1.

The AC connects network nodes whose tasks are implemented by using level-N pro-

tocols. The AC is the subject of network synthesis while network nodes and tasks fall in

the domain of traditional system design. According to the ISO/OSI reference model, a pair

of level-N entities may communicate either directly or through a chain of intermediate

systems working at lower level. In the same way, an AC may include additional inter-

mediate systems which shall be considered both in the evaluation of its cost and during

network synthesis.

In this work, all the tasks of the application under design are assumed to belong to the

same ISO/OSI level, i.e., all the Abstract Channels contain the physical channel and all

the protocol levels up to N − 1.
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In the rest of the Section, entities will be described in details together with relation-

ships between them. Most of them are described as multiset, since more instances of the

same type could be present in the global system design.

4.3.1 Tasks

A task represents a basic functionality of the whole application; it takes some data as input

and provides some output. From the point of view of network synthesis the focus is not on

the description of the functionality in itself and on its HW/SW implementation but rather

on its computational and mobility requirements which affect the assignment of tasks to

network nodes.

A task t is defined as follows:

t = [c,m] ∈ T where:

c ∈ R
n

m ∈ B

(4.1)

T is a multiset of tasks. The vector named t.c represents the resource requirements to

perform task’s activity. For instance, in the early stage of the design flow, when detailed

requirements are not available, it can be described by a single abstract number (t.c ∈ R).

As more details are available, it could be described by many more components, e.g., the

memory usage and the computation time (t.c ∈ R
2). Choosing the appropriate compo-

nents of t.c is a designer’s responsibility. The attribute named t.m is a boolean attribute

representing the requirement of placing this task on a mobile node.

4.3.2 Data Flows

A data flow (DF) represents communication between two tasks; output from the source

task is delivered as input for the destination task. For network synthesis, the focus is on

the communication requirements between tasks which affects the choice of channels and

protocols between nodes hosting the involved tasks.

A data flow f is defined as follows:

f = [ts, td, c] ∈ F where:

ts ∈ T

td ∈ T

c = [throughput,max_delay,max_error_rate] ∈ R
3

(4.2)

F is a multiset of data flows. Source and destination tasks are represented by ts and

td, respectively. The vector named f.c contains the communication requirements, i.e., data

throughput, maximum permitted delay, maximum permitted error rate. Throughput is the

amount of transmitted information in the time unit; the maximum permitted delay is the

maximum time to deliver data to destination and it can be important for real-time appli-

cations; the maximum permitted error rate is the maximum number of errors tolerated by

the destination. For instance, in a file transfer application no errors are permitted while in

multimedia applications this requirement could be relaxed.
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4.3.3 Nodes

A node can be seen as a container of tasks. At the end of the application design flow,

nodes will become HW entities with CPU and network interface and tasks will be imple-

mented either as HW components or as SW processes. From the point of view of network

synthesis, the focus is on the resources made available by the node to host a number of

tasks.

Formally, the node n is a tuple defined as follows:

n = [t, c, k, e, p, π,m] ∈ N where:

t ⊆ T

c ∈ R
n

k ∈ R

e ∈ R
n

p ∈ R

π : R
n ×R

n → R

m ∈ B

(4.3)

N is a multiset of nodes. The multiset named n.t contains the tasks associated to the

node n. The vector named n.c represents node’s capabilities, i.e., the resources available

on the node and its components have the same type as those of t.c. The economic cost

of the node is denoted by n.k and it could be estimated by referring to an actual plat-

form. The attribute n.e describes the environmental conditions supported by the node,

e.g., maximum temperature, maximum humidity.

Power-related constraints and parameters can be represented by using n.p and n.π.

n.p is the node maximum available budget, while n.π is a function which gives the power

consumption of the node as a function of the resources used by a given task and the

resources available on the node itself. The latter parameter is taken into account since it

could characterize the node platform. Such a function shall be specified by the designers,

according with the preferred power estimation model. The total power consumption of a

node can be calculated as the sum of the power consumed by each single task as follow:

POWER =
∑

t∈n.t

π(t.c, n.c) (4.4)

The component named n.m is a boolean attribute indicating if the node can be mobile.

4.3.4 Abstract Channels

An AC interconnects two or more nodes as described at the beginning of Section 4.3.

Formally, the AC a is a tuple characterized as follows:
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a = [n, f, c, d, w, k, u] ∈ A where:

n ⊆ N

f ⊆ F

c = [max_throughput, delay, error_rate] ∈ R
3

d ∈ R

w ∈ B

k ∈ R

u ∈ B

(4.5)

A is a multiset of abstract channels. The multiset a.n is the multiset of nodes that

communicate by using the given AC. a.f is the multiset of data flows delivered by the

given AC. The attribute a.f cannot be omitted, since it is not always possible to get this

association just by looking at tasks-to-nodes assignments. For example, if two nodes are

interconnected by two or more AC’s, it is required to specify throw which AC a given

DF pass. The vector a.c is a vector of capabilities, i.e., it represents the communication

resources of the given AC, i.e., the maximum transmission throughput, the transmission

delay, and the error rate. The transmission delay takes into account of the physical prop-

agation time, of eventual packets retransmissions, and of eventual intermediate systems

encompassed by the AC. It is worth noting that a.c has the components of the same type

of f.c, but the former represents the communication resources provided by the AC while

the latter represents the communication requirements needed by the data flow and the

involved tasks.

The attribute named a.d is the maximum distance between nodes which are connected

by the given abstract channel. The notion of distance is quite generic at this point and it

could represent the length of a wire, the range of a wireless channel, or the maximum

number of hops which can be performed by a packet. The designer has the responsibility

to complete the semantic value of this attribute according to design goals.

The field named a.w is a boolean attribute indicating if the AC is wireless. If at least

one node binded with the AC is mobile, then the AC shall be wireless.

The economic cost is denoted by a.k which can be estimated by referring to an actual

platform. Since in the proposed model an AC may includes intermediate systems, their

economic cost shall be considered in the evaluation of a.k.

Attribute a.u is a boolean which holds true if the channel is unidirectional.

4.3.5 Zones

When designing a network infrastructure, the relationship with the environment is impor-

tant. For instance, the placement of wireless access points in a building should take into

account its subdivision into floors and rooms and the presence of obstacles. In another ex-

ample regarding a wireless sensor network for environmental monitoring, the placement

of the sensor nodes depends on the spatial behavior of the data to be monitored.

The proposed approach to capture this relationship in the formal model is based on

both the partioning of the space into zones which contain nodes and the notion of con-

tiguity between zones. Each zone is characterized by an environmental attribute, e.g., a

temperature value in case of a monitoring application. In this way, the designer can relate

the data in a given zone with the presence of nodes in that zone (e.g., at least one node per
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zone is required even if more redundant architecture may be designed). The contiguity

between zones is introduced to put constraints on the reachability of the corresponding

nodes. In this way, the creation of network topologies can be controlled during network

synthesis.

Formally, the zone z is a tuple characterized as follows:

z = [n, s, e] ∈ Z where:

n ⊆ N

s ∈ R
n

e ∈ R
n

(4.6)

The attribute named z.n is the multiset of nodes placed in the given zone. The spatial

features of the zone (e.g., its extension) and the corresponding environmental informa-

tion (e.g., the value of temperature) are represented by the attributes named z.s and z.e
respectively. The designer has the responsibility to complete the semantic value of z.s
and z.e according to design goals. The attributes of a zone could be used to represent a

set of testbenches for the application under development. For instance, in a temperature

monitoring application, the inputs of the application could be the sensed temperatures.

z.e could be a vector of possible temperatures for a zone, and thus, each component of

z.e could represent a new testbench.

4.3.6 Contiguities

Zones are related by the notion of contiguity defined as follows:

Definition 4.3. Two zones are contiguous if nodes belonging to them can communicate

each other.

Contiguity represents not only the physical distance between two zones, but it can be

used also to model environmental obstacles like walls. For instance, two non contiguous

zones could represent two rooms divided by a thick wall which does not allow wireless

connections.

The contiguity is characterized as follows:

c = [z1, z2, d] ∈ C where:

z1 ∈ Z

z2 ∈ Z

d ∈ R

(4.7)

The components z1 and z2 represents the zones involved in the relationship. The at-

tribute named c.d is the distance between the zones. It must be of the same type as a.d
since it represents the minimum value of a.d that an abstract channel shall have to connect

two nodes placed in the corresponding zones. This implies that two nodes placed in the

same zone are always able to communicate.

If two nodes are placed in non-contiguous zones, than they are unable to communicate

directly but they shall use some intermediate systems. Therefore, the notion of contiguity

is very useful to make intermediate systems explicit during the phase of network synthesis.
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4.3.7 Graph representation

The entities described above can be put in relationship by using three graphs as follows:

FG = (T ,F )

CG = (N ,A , E1, E2)

ZG = (Z ,C )

(4.8)

The Flow Graph (FG) is the directed graph in which the verteces represent tasks, and

the edges represent data flows.

The Channel Graph (CG) is the directed bipartite graph, in which the nodes and the

abstract channels represent verteces, while E1 and E2 are the sets of edges defined as

follows:

E1 ⊆ N × A

E2 ⊆ A × N
(4.9)

The representation as bipartite graph is useful to represent channels shared by more

than two nodes.

The Zone Graph (ZG) is a non-directed graph in which the verteces represent the

zones, and the edges represent the contiguity relationships between them.

4.3.8 Relationships between entities

The proposed entities can be used by the designer to specify the application requirements

which can be expressed through formal relationships between their attributes.

Since many variables are in R
n, mathematical operators are considered in such field.

For instance, the operator 6 induces a non-strict partially ordered lattice R
n
6. Some ex-

amples of possible relations follow.

To state that the tasks associated to a node shall not require more resources than the

ones available on that node, a formal constraint can be written as follows:

∑

t∈n.t

t.c 6 n.c (4.10)

Similarly, a constraint on power consumption can be expressed as follows:

∀n ∈ N n.π(n.c, n.t) 6 n.p (4.11)

Also spatial relationships can be easily expressed. For instance, in a home monitoring

application the designer may have created several zones for each room and used the at-

tribute z.s to record the room identifier; the following Equation specifies that there must

be at least one node for each room:
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Zi = {z | z.s = i}

∀i
⋃

z∈Zi

z.n 6= ∅ (4.12)

Another important design constraint could be the maximum or minimum number of

nodes in each zone. This constraint can be expressed as follows:

MIN 6 ‖z.n‖ 6 MAX (4.13)

The constraint that a node shall be mobile if it contains at least one mobile task, and

that the attached abstract channels shall be wireless, can be modeled as follows:

∀n ∈ N (
∨

t∈n.t

t.m) ⇒ n.m

∀a ∈ A (
∨

n∈a.n

n.m) ⇒ a.w
(4.14)

In Equation 4.14 the operator
∨

has the meaning of the logical or.

The attribute n.e, which expresses the environmental conditions supported by the

node, can be easily related to z.e, which expresses the environmental features of a zone.

Formally, a node can be placed into a zone only if the following is satisfied:

∀n ∈ z.n z.e 6 n.e (4.15)

From a mathematical point of view, the ability to express relationships and equations

between entities is useful to describe constraints and optimization metrics. It is worth

noting that some Equations, such as 4.10 and 4.11, hold for all the systems while others

depend on designer’s requirements.

4.4 Network synthesis

In the previous Section all the network-related variables have been formalized. What it is

left to be provided is:

• A formulation of the synthesis process (Section 4.4.1).

• A general methodology to find the solution of the synthesis problem (Section 4.4.2).

• A taxonomy of synthesis problems (Section 4.4.3).

These issues are addressed in the remaining of this Section.

4.4.1 Problem formulation

All the variables expressed in the proposed framework can be either free or bounded,

and design constraints as well as optimization metrics can be expressed by using such

variables. Thus, from a mathematical point of view, the formal description of design re-

quirements can be seen as the formulation of an optimization problem.

Hence, a definition of the network synthesis problem equivalent to Definition 4.1 is:
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Definition 4.4. Given a formal description of a distributed application, a set of con-

straints and an optimization metric, the network synthesis is a process whose objective

is to find the optimal solution, i.e., to find optimal values for the free variables.

The optimization metric can be very complex, taking into account many parameters,

e.g., power, and economic cost. Actually, the parameters have not the same importance

and the designer has the responsibility to sort them according to the priority of the design

goal. For instance, in a low-budget system the economic cost could be the most important

optimization parameter followed by power consumption.

4.4.2 Network synthesis methodology

The optimal solution of the problem can be found analytically but this option is usually

unfeasible due to the high number of parameters to be set and the search range of their

values. Furthermore, it is known that similar problems are NP-hard even in specific fields

as NoC [6].

For this reason, there is a lot of literature focused on alternative strategies, which can

be divided into two classes:

• algorithms which can theoretically find the optimal solution provided that a long

amount of time is spent;

• algorithms which use heuristics or approximations to find good solutions in a short

amount of time without any guarantee to get the optimal solution.

In the first class there are techniques like Simulated Annealing while in the second

class there are techniques like graph decomposition. Also simulation plays an important

role in such design-space exploration since it allows to refine the analytical model thus

reducing the search space.

A good starting point for future work could be the extension of the heuristics proposed

for NoC’s.

4.4.3 Network synthesis taxonomy

Network synthesis problems can be partitioned into four major classes.

The Optimization Oriented Problem (OOP) class represents problems where the focus

is on the optimization metric. In this kind of problems, there is no interest on the quality

or dependability of the solution, and the only objective is represented by the optimization

metric. For instance, the building automation scenario depicted at the beginning of this

chapter could involve the minimization of economical cost or power consumption.

The second class is named Dependability Oriented Problem (DOP). The applications

in this class are characterized by the concept of quality of service or dependability de-

gree, that the final solution shall meet. Typical examples can be environment monitoring

applications, where tasks are usually specified, and the objective is to collect data with

some degree of dependability. Other typical scenarios are remote controlling and data

streaming, which involves protocols to assure a given quality of service to end users. All

safety critical applications belong to this class. Since the dependability constraint shall be

respected while optimizing some metrics, this class represents a more complex instance

w.r.t. the OOP class.
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The third class is focused on tasks or nodes deployment, and thus it is named Schedul-

ing Oriented Problem (SOP). In this kind of problem, the focus is to assign tasks to nodes,

or nodes to zones, in order to achieve a given goal. Distributed computing is a common

example of this synthesis problem, which is well-known by people involved in NoC de-

sign [6].

The last class is the Testbench Qualification Oriented Problem (TQOP).This class re-

gards problems in which the free variables of the formal model represent the inputs of the

distributed application. For instance, in a temperature monitoring application, the inputs

are represented by the temperature field, which can be described in the CASSE formal

model by using the z.e attribute of the zones. The goal of the synthesis is to find optimal

values for such inputs, i.e. to create high quality testbenches, thus making testbench qual-

ification. A common technique to find solutions for this class of problems consists of fault

coverage.

4.5 Case study I: Temperature control

Zone I

Zone II Zone III

Zone IVZone V

Fig. 4.3. Layout of the floor considered in the case study.

The proposed modeling methodology has been applied to a case study consisting in

the temperature control application described at the beginning of this chapter and depicted

in Figure 1.1. Temperature is controlled inside a building composed by floors and rooms.

This problem belongs to the OOP class. For simplicity’s sake, in this example a single

floor has been considered, with five rooms as shown in Figure 4.3. Furthermore, to sim-

plify the description of problem data, attribute values are reported without dimension type

(e.g., bit, second, meter).

4.5.1 Tasks, data flows and zones

A set of tasks T = {t1, t2, t3, t4, t5} can be extracted from a platform-independent de-

scription of the application; they are:

1. t1: system initialization;

2. t2: centralized temperature control;

3. t3: user temperature control;
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t1t4t3 t5 t2
f2 f1f4 f5

f3

Fig. 4.4. Tasks and data flows for the temperature-monitoring application.

4. t4: air-conditioner actuation;

5. t5: temperature sensing.

Tasks exchange information according to the set of data flows F = {f1, f2, f3, f4, f5}
as shown in Figure 4.4.

Each task has an attribute c ∈ R
2 which represents CPU and memory usage, and a

mobility attribute m ∈ B; their values are:

t1.c = [6, 4], a.m = 0

t2.c = [3, 5], b.m = 0

t3.c = [1, 1], c.m = 1

t4.c = [1, 2], d.m = 0

t5.c = [1, 2], e.m = 0

Similarly, each data flow has an attribute c ∈ R
3 which represents communication

requirements (throughput, maximum allowed delay, maximum allowed error rate); the

attribute values are:

f1 = [t1, t5, [1, 3, 0.1]] f2 = [t1, t4, [1, 3, 0.1]]

f3 = [t2, t4, [5, 2, 0.1]] f4 = [t3, t4, [3, 1, 0.3]]

f5 = [t5, t2, [5, 2, 0.1]]

A technological library for network nodes and channels is also available as input as

reported in Table 4.1. All the types of node are listed with the corresponding capability c,
coefficient vector γ (see Section 4.3.3), and price k. All the types of channels are listed

with the corresponding capability c, distance d, wireless attribute w (see Section 4.3.4),

and price k.

The floor in which the application will be deployed has been partitioned into a set

of zones Z = {z1, z2, z3, z4, z5} with the corresponding set of contiguity relationships

C = {c1, c2, c3, c4, c5, c6, c7, c8} which record the distance between zones as follows:

c1 = [z1, z2, 3] c2 = [z1, z3, 6]

c3 = [z1, z5, 3] c4 = [z2, z3, 5]

c5 = [z2, z5, 5] c6 = [z3, z4, 3]

c7 = [z3, z5, 3] c8 = [z4, z5, 3]
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Name c γ d w s k u

Node

A [2, 4] [0.8, 1.1] — 1 — 25 —

B [10, 10] [0.6, 0.9] — 0 — 100 —

C [2, 4] [1.2, 0.8] — 1 — 80 —

D [1, 3] [1.5, 1.2] — 1 — 15 —

A.C.

X [100, 0.2, 0] — 100 0 0 5 0

Y [54, 2, 0.1] — 30 1 0 20 0

Z [12, 1, 0.3] — 10 1 0 10 0

Table 4.1. Technological library for nodes and abstract channels.

The distance between zones is also reported in Figure 4.5.

3
6

3

5

5
33

3
z1

z2 z3

z4z5

Fig. 4.5. Zone graph for the temperature-monitoring application scenario.

Finally, some constraints are given:

1. one instance of t4 should be placed in each zone;

2. one instance of t5 should be placed in each zone;

3. minimum five instances of t3 must be present in the environment;

4. maximum three instances of t3 can be present in the same zone, simultaneously;

5. maximum one instance of t3 can be assigned to a single node;

6. an instance of t3 is able to communicate only with other tasks in the same zone.

The goal of the design problem is to determine the number and type of nodes and the

type of channels among them which minimize the total cost of the deployed application.

Considering tasks, data flows, zones and the number of deployed nodes |N | and

abstract channels |A |, then the total number of possible solutions would be proportional

to

|N ||T | · |A ||F | · |Z ||N |

This expression takes into account all the possible assignments of tasks to nodes,

flows to channels, and nodes to zones, respectively. The number of solutions could be
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very large but constraints could considerably decrease it. In the rest of the Section some

simple heuristics will be used to find the solution while efficient search techniques will be

investigated in future work.

4.5.2 Task assignment

Considering the nature of the given constraints the first phase of design-space exploration

could be the assignment of tasks to zones.

z2

z1

z3

z5 z4

t4 t5

t4 t5 t4 t5

t4 t5t4 t5
t̄3

t̄3t̄3

t̄3 t̄3 t̄3

t̄3t̄3

t1 t2

Fig. 4.6. Assignment of tasks and data flows to zones.

An instance of t4 and an instance of t5 are placed in each zone. Instances of t1 and t2
are not subjects to position constraints, so that they can be placed in any zone. The most

connected zones, i.e., z3 or z5, can be chosen as possible candidate. It is possible to ran-

domly choose between z3 and z5 (or even place one task per zone) or split the solutions’

space and proceed with two or more possible solutions. For the sake of simplicity, t1 and

t2 have been placed in z3. Instances of t3 are mobile (for clarity’s sake in this example

mobile task and node labels are denoted by a bar) so it is possible to randomly place them

among all the five zones.

Figure 4.6 shows the resulting task distribution with the corresponding data flows.

4.5.3 Node assignment

Once tasks are placed, they should be assigned to nodes. Node assignment could be done

by grouping tasks in the same zone into a single node (provided that node’s capacity can

support them). Exceptions to this method arise when a task should be mobile and others

don’t, or the cost of a couple of nodes is lower then the cost a single node. The process

of choosing which kind of node should be picked up from the technological library could

follow the rule of the best fitting capacity which leads to the following configuration:
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z1 = {n1[t4, t5], n̄6[t̄3], n̄7[t̄3], n̄8[t̄3]}

z2 = {n2[t4, t5], n̄9[t̄3]}

z3 = {n3[t4, t5], n14[t1, t2], n̄10[t̄3], n̄11[t̄3]}

z4 = {n4[t4, t5], n̄12[t̄3]}

z5 = {n5[t4, t5], n̄13[t̄3]}

where nodes n1, . . . , n5 are implemented by type-A nodes, nodes n6, . . . , n13 by

type-D nodes and node n14 by type-B nodes.

Figure 4.7 shows the resulting assignment of nodes to zones. Table 4.2(a) summarizes

tasks and nodes assignment and the choice of node types.

z2

z1

z3

z5 z4

n1

n2 n3

n4n5

n̄6

n̄7n̄8

n̄9 n̄10 n̄11

n̄12n̄13

n14

n1

n2 n3

n4n5

n̄6

n̄7n̄8

n̄9 n̄10 n̄11

n̄12n̄13

n14

Fig. 4.7. Assignment of nodes and abstract channels to zones.

4.5.4 Assignment of abstract channels

Given the previous assignment of tasks to nodes and considering the data flows between

tasks, six channels are needed to connect nodes as follows:

a1 = {n1, n̄6, n̄7, n̄8} a2 = {n2, n̄9}

a3 = {n3, n̄10, n̄11} a4 = {n4, n̄12}

a5 = {n5, n̄13} a6 = {n14, n1, n2, n3, n4, n5}

In this simple case, the assignment of Data Flows to AC’s is straightfoward, since each

node pair is connected by at most one AC instance.

To choose the type of channels from the technological library, the following aspects

must be taken into account:
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• channel capabilities (in terms of maximum throughput, delay and error rate) must

satisfy the requirements of data flows;

• channel distance must satisfy the contiguity between zones;

• node mobility, i.e., mobile nodes must be connected through wireless channels.

According to these issues, channels a1, . . . , a5 could be instances of Z type which

satisfies requirements concerning throughput, delay, error rate, and mobility. For instance,

the maximum throughput in a1 is 9 when the three instances of task t3 send data to node

n1; this value is lower than the maximum allowed throughput of the abstract channel Z
(i.e., 12).

The abstract channel a6 can be an instance of X type which satisfies requirements on

throughput, delay, and error rate.

The chosen abstract channels and the connected nodes are summarized in Table 4.2(b).

This leads to the complete network specification, and the economic cost associated to the

found solution is:

K = 5 ·A.k + 8 ·D.k +B.k +X.k + 5 · Z.k = 400 (4.16)

(a) Chosen nodes.

Node Type Tasks Zone

n1 A t4, t5 z1
n2 A t4, t5 z2
n3 A t4, t5 z3
n4 A t4, t5 z4
n5 A t4, t5 z5
n6 D t3 z1
n7 D t3 z1
n8 D t3 z1
n9 D t3 z2
n10 D t3 z3
n11 D t3 z3
n12 D t3 z4
n13 D t3 z5
n14 B t1, t2 z3

(b) Chosen abstract chan-

nels.

A.C. Type Nodes

a1 Z n1, n6, n7, n8

a2 Z n2, n9

a3 Z n3, n10, n11

a4 Z n4, n12

a5 Z n5, n13

a6 X
n14, n1, n2,

n3, n4, n5

Table 4.2. A feasible solution for the design problem.

4.6 Case study II: Matrix multiplication

The formal model provided with CASSE is able to describe efficiently applications for

distributed computation, such as matrix multiplication. This application falls in the class

of scheduling-oriented problems, since the goal is the synthesis of an optimal combination

of tasks and nodes to maximize computational perfomances by exploiting parallelism.
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4.6.1 Network specification

t1 t2 t3 t4 t5
f1 f2 f3 f4

Fig. 4.8. Tasks and data flows for the matrix-multiplication application

A description of each task is provided:

1. t1 splits input matrices into vectors;

2. t2 splits input vectors into single values;

3. t3 multiplies input values;

4. t4 sums up input values;

5. t5 builds the output matrix.

Given matrices Xm×n and Yn×p for a time-optimal computation there will be m · p in-

stances of t2 and t4, and m · n · p instances of t3.

The application for matrix multiplication is given in the form of a flow graph FG =
(T ,F ), as depicted in Figure 4.8), where

T = {t1, t2, t3, t4, t5} and F = {f1, f2, f3, f4}.

CPU and memory usage for each task are defined in R
2 as follows:

t1.c = [2, 4], t2.c = [1, 3],

t3.c = [4, 1], t4.c = [3, 2],

t5.c = [2, 3].

Data flows have communication requirements defined in R
3:

f1 = [t1, t2, [5, 3, 0.2]], f2 = [t2, t3, [3, 3, 0.2]],

f3 = [t3, t4, [1, 3, 0.2]], f4 = [t4, t5, [1, 3, 0.2]].

The multiset of available nodes is N = {A,B}:

A = [t, [4, 7], [50, 60],⊥, 0,⊥, 12],

B = [t, [4, 1], [50, 60],⊥, 0,⊥, 4]

where ⊥ represents a “don’t care” value for this application. The multiset of available

abstract channels is A = {X}, where

X = [n, f, [100, 3, 0.2], 100,⊥, 40, 0]

The set of zones is Z = {z1}, where z1 = {n,⊥, [26, 60]}; the set of contiguities C

is empty.

4.6.2 Network synthesis

Since in this simple example the number of task and nodes is low, no particular heuristic

have been used.
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Table 4.3. Result of the synthesis process for the matrix multiplication case study.

Node Type # n.t

A 1 t1, t5
A 4 t2, t4
B 12 t3

A.C. Type # a.n

X 1 A5, B12

Zone z.n

z1 A5, B12

Task instantiation

Considering matrices Xm×n and Yn×p as input, there will be a single instance of both t1
and t5, m · p instances of t2 and t4, and m · n · p instances of t3.

Node assignment

Since the goal is optimizing the time spent by the computation, each instance of t3 is

assigned to m · n · p instances of B (B is cheaper, B.k < A.k, and its capacity fits

the requirements of t3, t3.c ≤ B.c); each instance of t2 and t4 to m · p instances of A
(t2.c+ t4.c ≤ A.c) and instances of t1 and t5 to another instance of A (t1.c+ t5.c ≤ A.c).

All nodes will be placed within zone z1, since ∀n ∈ N n.e > z1.e and there are no

other zones.

Abstract Channel placement

Once tasks are assigned to nodes and nodes are placed within zones, data flows determine

which nodes have the necessity to communicate with others. Since the available abstract

channel X fits the communication requirements of all data flows (
∑|F |

i=1
fi.c ≤ X.c), X

only one instance of X is created to connect all the nodes.

4.6.3 Result of the synthesis process

The following matrices are given as application inputs:

X =

[

x1,1 x1,2 x1,3

x2,1 x2,2 x2,3

]

and Y =





y1,1 y1,2
y2,1 y2,2
y3,1 y3,2





The flow graph with multiple task instances is shown in Figure 4.9.

The goal of this case study was the minimization of computation time. The solution

given in Table 4.3 maximizes parallelism, minimizing communication delays.

Finally, the total cost of the synthesized solution is

K =
∑

n∈N

n.κ+
∑

a∈A

a.κ

= 5 ·A.κ+ 12 ·B.κ+X.κ

= 148



42 4 Communication Aware Specification and Synthesis Environment

t1

t2t2 t2 t2

t3 t3 t3 t3 t3 t3 t3 t3 t3 t3 t3 t3

t4 t4 t4 t4

t5

f1 f1

f2 f2

f3 f3

f4 f4

Fig. 4.9. Flow graph with multiple task instances for the matrix-multiplication application.

4.7 Conclusions and future work

An extension of the traditional design flow has been proposed for distributed embedded

applications based on networked systems. Additional design phases have been introduced

to model the application from a communication perspective and to provide the synthe-

sis of the communication infrastructure. The former point is the focus of this work, i.e.,

the creation of a formal framework to model tasks, network nodes, data flows, channels,

and interactions with the environment. Entities and relationships have been introduced

through a mathematical approach which simplifies the specification of requirements and

constraints. Each element has been described with examples of real-world network ap-

plications and, finally, the framework has been applied to two case studies. This work

is a first contribution to a global strategy for network synthesis and thus some research

topics are still open, like the possible presence of abstract channels and tasks at different

ISO/OSI levels, and how to improve modeling of mobile nodes.

The work described in this chapter appears in the following publication: [75].
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Integration of a Middleware in the CASSE methodology

The design of Networked Embedded Systems applications is a complex task due to their

nature of system-of-systems in which HW nodes are connected through a network [17,

165].

This issue is faced in this chapter in the context of a middleware-based design flow.

The concept of middleware has simplified the development of embedded distributed

applications by decoupling application code from the details of the HW platform and

providing high-level communication mechanisms like remote procedure calls [146].

The use of middleware has suggested its modeling directly in the design flow. The

Abstract Middleware Environment (AME) [69] provides an abstract model of the basic

primitives of the main middleware paradigms, e.g., object-oriented paradigm. The appli-

cation is written in SystemC [97] above this abstract middleware and therefore it is inde-

pendent of the actual middleware, thus enhancing code reuse. AME allows the simulation

of application tasks by taking into account the presence of the network but no specific

methodology has been proposed to drive the mapping of tasks onto physical nodes and to

define the network setup. For instance, the DSE has been performed by enumerating all

possible solutions, since the example was quite trivial [69].

Network design should respect the communication requirements of application tasks

which have to be extracted from application specification and represented in a formal way

to be addressed in the design-space exploration. Formal representations are present in

literature such as in the Communication-Aware Specification and Synthesis Environment

(CASSE) [75] but no specific methodology has been proposed to extract communication

requirements, nor to model middleware and to take into account during network design.

This work aims at showing that a communication-aware design flow can be created by

joining together middleware programming and a communication-aware design methodol-

ogy. Figure 5.1 shows the main steps of the flow; in particular, those covered by middle-

ware programming and by a communication-aware methodology are highlighted.

The presence of a middleware layer below application tasks must be taken into account

in this design flow; in particular:

1. Additional tasks (w.r.t. application tasks) are present for middleware operations.

2. Communication paths are affected by the presence of the middleware.

3. Middleware introduces a communication overhead w.r.t. to the communication re-

quirements of the application.
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Fig. 5.1. Communication-aware design flow.

Therefore, the contributions of the chapter are:

1. A communication-aware middleware-based design flow.

2. The modeling of the middleware in the proposed framework.

3. The estimation of communication costs for a set of actual middleware implementa-

tions.

The rest of the chapter is organized as follows. Section 5.1 presents the proposed

design flow. Section 5.2 addresses the presence of middleware. Finally, conclusions are

drawn in Section 5.3.

No case study is reported in this section, since a complete example for the proposed

general design flow which considers also the middleware as a design space dimension has

been reported in Chapter 11.

5.1 Proposed Methodology

Starting from the abstract flow sketched in Figure 5.1, a more detailed flow has been

derived. integrating the AME and CASSE methodologies, as depicted in Figure 5.2.
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Fig. 5.2. Integration of AME and CASSE design flow.

Darker rounded boxes on the right represent the phases of the AME design flow, while

the lighter rounded boxes are the phases introduced with the CASSE methodology. The

squared boxes represent input/output data for the design phases.

At the beginning of the design flow, the application objectives, constraints and re-

quirements are described at high level of abstraction and used for a first application im-

plementation in SystemC, at AME SYSV level (Phase A).

At this point, the most important goal is the explicitation of network aspects and the

contribution of AME and CASSE is relevant. AME is important since its communication

primitives can be tracked in the application implementation to extract communication

requirements. CASSE specification framework, on the other hand, allows to model them

in a formal way. The communication/computation requirements can be either extracted

directly from the application specification or estimated through simulation of the AME

SYSV model (see Section 5.1.1).

In Phase B, these requirements are used to choose the most suitable middleware model

inside a library in which common middleware paradigms have been classified according

to a given set of relevant characteristics (see Section 5.2). Since this choice is performed

at early design stage, it is possible to select a set of middleware candidates and repeat the

remaining phases of the design for each candidate. During this phase, it is also possible

to change the middleware paradigm. In this case, it is recommended to re-encode directly
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the application in AME SYSV by using the abstract middleware with the new paradigm

(re-encoding can be replaced by AME translation [70]).

After this phase, the chosen middleware and the application can be represented with

the standard CASSE specification framework (Phase C). The output of this phase is a

description into which middleware is modeled just as any other task. In this way, the

problem has been reduced to a standard CASSE specification.

In Phase D, the formal model is solved through design-space exploration which also

leads to the synthesis of the network infrastructure. Network synthesis is accomplished

by choosing appropriate node and channel models.

The output of this phase is a network-aware description of the whole system in which

tasks are executed inside nodes and the communication infrastructure between nodes is

defined. This description can be simulated at AME NWV (Phase E) thus validating the

solution. Simulation statistics can be used to drive further iterations through Phase D until

application requirements are met. For this purpose, in this work AME NWV has been

extended to take into account the middleware attributes chosen during Phase B. During

the refinement from AME SYSV to AME NWV, the application model is unchanged.

Simulative design-space exploration can be performed on the SystemC model by using

automated tools which already implements many heuristics [151]. This phase shows a

further contribution of AME to the CASSE design flow since it provides a simulation

environment to support design-space exploration.

The remaining design phases can be carried on according to the usual AME-based

design flow (Phase F).

5.1.1 Extraction of Requirements from the Application

According to AME and CASSE approach, the application is decomposed into a set of

interacting tasks, whose requirements need to be known, as follows:

• Computation requirements: a task, to perform the assigned operation, needs time,

memory and CPU power; these requirements are used to assign tasks to nodes since

each node shall be able to assure enough resources to the hosted tasks.

• Communication requirements: tasks interact each other by exchanging data; interac-

tions can be characterized by bitrate, the maximum allowed delay and the reliability

which are requirements for the design of the network infrastructure among nodes.

Such requirements could be either extracted from the initial specification of the appli-

cation or derived from functional simulation at AME SYSV where a SystemC executable

model of the application is present. To guarantee better results, the empirical estimation

of the application requirements should be performed over a set of relevant use-cases.

Let us consider an example of the simulation approach. SystemC code can be easily

annotated to track the calls to the communication primitives of the abstract middleware.

Then, the generated trace can be parsed to extract the average and peak bitrate; the latter

could be calculated as the average bitrate on a smaller time slice comparable to the delay

constraint of the given communication.
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Fig. 5.3. Examples of Middleware Communication Schemas.

5.2 Building the Middleware Library

To integrate the AME and CASSE design flows, the presence of the middleware needs

to be modeled as additional tasks and data flows as required in the CASSE specification

framework. Furthermore a library of middleware models must be created starting from

the set of actual middleware implementations available to the designer.

The following assumptions are given:

1. on each node, there shall be exactly one instance of the middleware task;

2. each non-middleware task cannot communicate directly with middleware tasks on

different nodes;

3. middleware tasks communicate each other to create a distributed system.

The CASSE formal model allows to express easily these constraints.

From the point of view of CASSE each middleware task must be characterized ac-

cording to the following aspects:

1. the communication schema followed to interact with the other middleware tasks;

2. the communication requirements;

3. the computation requirements.

The following subsections will address how to extract and represent such characteris-

tics from an actual middleware.

5.2.1 Modeling Middleware Communication Schema

A middleware communication schema describes how middleware tasks communicates.

For instance, an implementation of the object oriented middleware may contain an Ob-

ject Request Broker (ORB), where remote objects are registered. Thus, each middleware
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task shall be able to communicate with the ORB and with the nodes where the remote ob-

jects are deployed. However, the middleware communication schema depends only on the

actual implementation of the middleware and not on its paradigm (i.e., object-oriented).

For instance, in Figure 5.3 different communication schemes are reported for an

object-oriented middleware (OOM). Figure 5.3(a) represents the communication flows

between application tasks before explicating middleware tasks. An OOM could imple-

ment a distributed ORB (Figure 5.3(b)). In this case, when a server task registers itself

onto the ORB, just a local method call is performed. When a client will query the middle-

ware to get the address of the server, the middleware will send the request to all the nodes

(e.g., sending a packet in broadcast). The task which have registered the server will reply

to the client message. Figure 5.3(c) shows a different OOM implementation in which the

ORB is centralized and all registration/query messages are sent to a specific node. In this

case, the node hosting the ORB will require a large amount of memory and high capacity

connections. Other custom communication mechanisms could be implemented, as shown

in Figure 5.3(d) in which the ORB is distributed but clients’ queries follow pre-defined

paths. An example in this context is TeenyLIME [35] which is a Tuple-Space Middleware

which allows direct interactions only between neighbor nodes.

5.2.2 MW Computation & Communication Requirements

The requirements of middleware tasks depend on their role in the system; for example,

in object-oriented middleware, the task implementing a centralized ORB requires much

more memory than other middleware tasks implementing remote method invocations.

The computation and communication requirements of the middleware tasks should be

specified in the middleware library since, as happen for application tasks, they affect the

CASSE design-space exploration, i.e., the mapping of tasks onto nodes and the definition

of the network infrastructure.

Memory and CPU requirements of each middleware task can be estimated by analyz-

ing its implementation on actual HW/SW platforms. For instance, the memory required

can be estimated by checking the size of binaries and the runtime memory usage. The esti-

mation will be more accurate if the considered HW/SW platforms are the same candidate

platforms for the system to be designed.

Let us focus on the definition of communication requirements for the middleware

models of the library. Usually, middleware layer does not generate data autonomously,

excepts during setup, but it is driven by the communication flows of the application. For

this reason, we are interested in evaluating the communication overhead as a function of

the amount of application data.

Usually, middleware messages contain application data, with an abstract representa-

tion suitable to be exchanged between heterogeneous architectures, and a header, which

encodes support information. For instance, in OOM, the application data are the param-

eters of the remote method invocation while the header could contain the destination

address and the name of the method.

In this work, we assume a linear model of the communication overhead; given an

amount s of application data, the actual amount of data transmitted by the middleware is

o, defined as follows:

o = m ∗ s+ q + Ack + MethodEncoding (5.1)
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where m accounts for the effect of architecture-independent data encoding, q is the

constant overhead introduced by the header, Ack is the size of a middleware ack, and

MethodEncoding is the overhead introduced by the encoding of the name of the remote

method.

Therefore, the next step is the estimation of such coefficients for each candidate mid-

dleware present in the library. These parameters can be estimated in two ways. The first

possibility is to get them from middleware specification. This approach allows to create

very detailed overhead models, but it requires a deep knowledge of middleware specifica-

tion provided that it is publicly available. The other, more empirical, approach consists in

tracing the communication of the actual middleware on a representative set of application

scenarios. In the experimental part of this work (Section 11.3), network packets have been

captured by Wireshark [79]; with reference to Equation (5.1), o has been obtained from

the size of captured data by subtracting the size of network protocol headers; finally, an

estimation of the coefficients has been obtained by varying s at application level.

The total number of transmitted messages has been estimated similarly, by using this

formula:

p = a ∗ c+ s (5.2)

where c is the total number of application remote calls, a holds 2 if the middleware sends

an ack, 1 otherwise, and s represents the number of messages sent during the setup phase.

5.3 Conclusions

A communication-aware middleware-based design flows for networked embedded sys-

tems has been presented. This chapter has shown how to use a middleware and functional

simulation to simplify the extraction of communication requirements, while their formal

representation and network simulation can successfully support design-space exploration.

Since the novel integrated approach is based on the concept of middleware, a methodology

to characterize actual middleware implementations has been presented. The validation of

proposed design flow is reported in Chapter 11.

The work described in this chapter appears in the following publication: [71].
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Dependability modeling into CASSE

Distributed applications are used also in safety-critical fields, ranging from building au-

tomation, to homeland security and health care, thus requiring a dependability analysis,

as additional step to the usual design methodologies [13, 90]. The analysis must focus on

the correct behavior of the whole application and not on each single node. Again, the role

of the network in the dependability analysis is crucial since faults may originate there or

communication misbehavior can efficiently describe HW/SW faults [72]. For these rea-

sons design and dependability analysis should be integrated in a flow which considers the

network as an explicit component.

In literature, some methodologies have been proposed to perform a communication-

aware NES design [15, 27, 75]. These methodologies allow the design of HW/SW blocks

and of some communication aspects, but none of them integrates steps for the depend-

ability analysis of the system.

Figure 6.1 shows the required design flow. Starting from the application specification,

a network-aware NES design methodology is applied. When the design is completed,

dependability assessment is performed and, if dependability requirements have not been

achieved, new design constraints and guidelines are derived from the dependability anal-

ysis and used to perform a new design iteration. The requirements of this methodology

are:

1. Modeling the dependability requirements of the application under design.

2. Modeling the degree of dependability of involved components, like nodes, communi-

cation protocols, and channels.

3. Assessing the dependability degree of a candidate solution.

From the best of our knowledge, none of the current NES design methodologies satis-

fies all these requirements. Thus, the Communication-Aware Specification and Synthesis

Environment (CASSE) [75], has been taken as reference model to show how to make a

communication-aware methodology suitable also for dependability analysis.

The main contributions of this work are:

1. The analysis of the system attributes relevant for the dependability assessment, with

a special interest for communication-related attributes.

2. The extension of an actual NES design methodology, namely CASSE, to consider

also reliability constraints for the application under design.
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Fig. 6.1. A communication-aware design flow for dependable applications.

3. A discussion on how to assess the degree of dependability for distributed embedded

applications.

4. A case study to show the application of the proposed methodology.

The chapter is organized as follows. The dependability modeling issues and the pro-

posed methodology are detailed in Section 6.1 and applied to a case study in Section 6.2.

Conclusions are drawn in Section 6.3.

6.1 Proposed Methodology

The proposed design flow is depicted in Figure 6.2. The initial steps are performed ac-

cording to a communication-aware design methodology, i.e., by using CASSE. They are:

1. Modeling of the application by using the described entities. Attributes can be ex-

tracted either from application specification or functional simulation. Since the ob-

jective of this work is the design of dependable applications, the formal model has

been extended to incorporate also dependability concepts.

2. Design-space exploration and synthesis of the network solutions, i.e. assignment of

values to free attributes according to an optimization metric. In other words, nodes,

channels, and protocols are mapped on a set of candidate models of actual compo-

nents.

The output of the network synthesis is a network-aware description of the application,

which fulfills all the given constraints and that optimizes some parameters (e.g., power

consumption).

At this point, a dependability analysis is performed, to verify that the dependability

requirements have been met. If not, new constraints and informations are extracted as

a result of the analysis, and a new iteration of network synthesis is performed. These

steps are repeated until all the requirements are satisfied. The output of the process is
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Fig. 6.2. The proposed design flow.

a network-aware system description, which also fulfills the dependability constraints. It

is worth noting that DSE & synthesis must be repeated after dependability analysis to

guarantee that the final dependable design solution will fulfill also the functional and

performance application requirements.

Finally, other design steps can be performed for each node (e.g., HW/SW partitioning)

to get the final system.

6.1.1 Modeling of Dependability Issues

The formal model must be extended to incorporate information about the reliability of the

application under design. The new attributes shall be able to capture failure probability

of the system, like SW bugs, HW faults, both permanent and transient, but also errors

concerning communications, like packet loss and corruption, channel collisions and in-

terferences. To model these failures, the following attributes have been introduced in the

entities of CASSE:

• t.r ∈ R
n: the maximum error allowed by a given task.

• f.r ∈ R
m: the maximum error allowed by a given data flow. It replaces the attribute

f.c.max_error_rate.

• n.r ∈ R
n: the error probability of a given node.
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• a.r ∈ R
m: the error probability of a given abstract channel. This attribute replaces

a.c.error_rate.

While t.r and f.r will generate constraints in the design problem, n.r and a.r will

be computed in the solution and compared with the values provided by actual nodes and

channels to find a suitable mapping for the network synthesis. The new attributes are

represented as vectors to allow designers to specify complex characteristics. For instance,

a node could have just one attribute, indicating the probability of hardware crash. On the

other hand, an abstract channel could have two components, one for the hardware crash

of communication components, and one for the error rate of the protocol stack. To allow

comparisons and creation of relationships, attribute t.r shall have the same dimension of

n.r, and f.r shall have the same dimension of a.r.

Error probabilities of nodes and channels can be compared with those of actual com-

ponents which are usually estimated on a statistical basis. For example, the error prob-

ability of an actual node can be derived from its value of Mean Time Between Failures

(MTBF). Thus, the various error probabilities are put in the technological library of nodes

and abstract channels among which the design solution will be chosen.

6.1.2 Dependability Constraints

A formal model allows designers to express properties, relationships and constraints for

the application components in a mathematical language.

Regarding the dependability, we can specify:

• Local constraints: regarding specific components.

• Global constraints: regarding the dependability of the whole system.

Usually, high-level specification generates global constraints while local constraints

are related to the choice of actual components. An example of local constraint is that a

task t can be deployed only on a node n with a fault probability less than the maximum

error probability allowed by the task itself. This constraint can be expressed as follows:

∀n ∈ N ∀t ∈ n.t n.r 6 t.r (6.1)

Another constraint could give an upper bound to the fault probability of the nodes as

follows:

∀n ∈ N n.r 6 R (6.2)

Global constraints must be linked to local constraints for the mapping onto actual

components. Probability relationships can help to create this link. For instance, for an

application consisting of a single acyclic data path from source to destination node, the

global failure probability is derived from the global success probability, which is the prod-

uct of success probabilities of traversed nodes and abstract channels as reported in Equa-

tion (3).
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rs = 1− (1− ns.r)(1− as.r) ∗ ... ∗ (1− ad.r)(1− nd.r) (6.3)

If the destination receives the same data from M disjoint paths (e.g., to increase reli-

ability) the the global failure probability is given by Equation (4) in whom pi is the error

probability of the i-th path (which can be computed recursively by using Equation (3)

or (4)).

rm = 1− [1−
M
∏

i=1

(1− (1− pi)(1− ai.r))] ∗ (1− nd.r) (6.4)

6.1.3 Network Synthesis & Dependability Analysis

The formal model captures both the functional and the dependability requirements of a

distributed application, thus allowing to perform the relative design steps simultaneously.

Exact analytical methods have NP-hard complexity as shown even in more specific fields

like NoC’s [6]. Heuristics and approximation techniques can be a feasible solution.

Another approach is simulation which is even closer to the domain of dependability

analysis since fault injection and fault simulation have been traditionally applied to test

the reliability of HW/SW components. In past years, many fault models have been pro-

posed, focusing various aspects, like SW, HW, EFSM models, SystemC TLM models,

and, recently, also the communication channel (namely, the Network Fault Model – NFM

[72]). It is designer’s responsibility to choose a fault model tailored for the application

context.

6.2 Case Study

The case study shows how to apply the proposed methodology. The application consists of

monitoring the average temperature of an oil plant, in order to avoid overheating. Sensor

nodes transmit temperature samples to a central coordinator which calculates the average.

The difference between the estimated and the actual average must be bound, even in case

of nodes faults.

The first step requires application modeling by using the formal model. In this exam-

ple, there are only two kinds of task, namely the sensor task ts and the collector task tc.

There are many instances of ts and a single instance of tc.

Samples are represented by two-bytes integers and they are collected every 100 mil-

liseconds, leading to a bitrate of 2bytes/100ms = 16bits/0.1s = 160b/s which is an

attribute for the data flows between ts instances and tc.

The model of the physical space is divided into zones in whom the temperature is

assumed constant. In this example, there are five different zones and the attribute z.e
contains the corresponding temperature value. Let A be the true average temperature of

the whole plant. Each sensing task instance transmits the temperature value of the zone in

whom the hosting node is placed. The collector task receives messages from the sensing

tasks and estimates the average temperature Â.

Since the temperature monitoring of the oil plant is a safety critical application, there

is a dependability constraint about the collected average temperature, i.e., the estimated

average Â shall not differ from the actual average A more than 10%, as follows:
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|
A− Â

A
| 6 0.1 (6.5)

High accuracy in temperature estimation can be reached by lowering the probabil-

ity that some zones remain un-monitored. According to Equation (4), this fact can be

achieved either by lowering node error probability or by increasing redundancy. How-

ever, more reliable nodes are assumed to be more expensive and, therefore, the design

process aims at finding the optimal trade-off between the total number of nodes and their

reliability to keep the economic cost as lowest as possible while satisfying the constraint

on temperature error.

The dependability parameters of tasks, data flows and abstract channels are set to

non-influential values, since in this case we are concerning just nodes reliability:

∀t ∈ T t.r = 0

∀f ∈ Ff.r = 0

∀a ∈ A a.r = 0

(6.6)

The other input parameters are omitted, since not relevant in this example.

There are also some other constraints:

1. The channel shall be wireless, since the actual devices will be deployed in places

where it is not possible to have wires:

∀a ∈ A a.w = true (6.7)

2. Each deployed node shall be able to communicate directly with the collector node nc:

∀n ∈ N ∃a ∈ A n ∈ a.n ∧ nc ∈ a.n (6.8)

For this case study, the network synthesis is performed analytically by using a simple

heuristic, i.e., nodes should be equally distributed among zones.

The synthesis output is the following:

1. There is only one instance of sensing task ts in each zone.

2. There is only one instance of sensing task ts in each node. Thus, there are six nodes:

five for the sensing tasks, and one for the collector task.

3. There is a single abstract channel. It provides a wireless reliable protocol, e.g.,

IEEE 802.15.4.

The other output parameters are omitted, since not relevant in this example.

The dependability analysis is performed through fault injection. In particular, the Net-

work Fault Model (NFM) [72] has been adopted. The desired behavior of node failure is

reproduced by injecting a permanent LOST fault for each faulty node. The LOST fault

drops all packets sent to the injected node. Thus, the node appears unreachable as it was

damaged. The fault is injected with a rate equals to the error rate n.r of the chosen node

model. For simplicity’s sake, the injected nodes are randomly chosen. The fault simu-

lation is performed by using an open source network simulator, i.e., SystemC Network

Simulation Library (SCNSL) [47].
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Fig. 6.3. Dependability design-space exploration for the case study.

Since the result of this first iteration shows that the dependability requirements have

not been met, some constraints are created and used in a new network synthesis iteration.

According to Equation (4), there are two possible constraints:

1. Use nodes with less error probability. The constraint can be modeled as:

∀n ∈ N n.r < R (6.9)

2. Use the redundancy of nodes. The total nodes number shall not be less than a desired

minimum N :

|N | > N (6.10)

To find the minimum-cost solution, the design-space exploration has been performed

by checking different values for N and R. To minimize the number of iterations between

network synthesis and dependability analysis steps, the value of N has been chosen with

a bisection search strategy. Only two values of R have been considered, namely 25% and

33%. The results are reported in Figure 6.3. With a 33% error probability, the solution,

achieved in five iterations, consists of ten nodes with an error of 8.8%. By choosing a

more reliable node (25% of error probability), the solution, achieved in four iterations,

consists of eight nodes with an error of 7.9%. The cost of these two kinds of node will

allow to determine the final solution.
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6.3 Conclusions

A communication-aware design methodology for dependable distributed applications has

been proposed. It allows to model the dependability requirements of the application under

design and the degree of dependability of involved components, like embedded devices,

communication protocols, and channels. Constraints and relationships can be created to

assess the dependability degree of the candidate solutions and the synthesis process can

be iterated until requirements are met.

The work described in this chapter appears in the following publication: [76].
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Network Fault Model

In distributed NES applications, the dependability must be verified not only for each sin-

gle node in isolation but also by taking into account their interaction through the com-

munication channel. Considering the example of Figure 1.1, a set of NES’s interacting

through the network to perform a distributed application is not so different from a set of

cores in a system-on-chip or a network-on-chip. This fact suggests to consider the whole

distributed application as a single system to be verified rather than each component node

in isolation. By following this approach, inter-node interactions can be considered as those

among cores in a system-on-chip. Node interactions can be very complex and dependent

on the application; they range from simple point-to-point communications, e.g., to query

data to sensor nodes, to many-to-many communications as in case of fully distributed

algorithms, e.g., a routing protocol.

This discussion leads to the need of modeling not only HW and SW failures inside

each node but also communication failures, e.g., those related to packet collisions, elec-

tromagnetic interferences and traffic congestion. Fault modeling has been addressed for a

long time in different research fields such as control theory [127, 152, 167], modeling of

discrete systems [38], and design of digital systems [135,169]. Despite this past effort, in

the communication field there is a lack of specific fault models. In fact, past work on the

analysis of the wrong behavior of distributed systems exploited two opposite approaches:

• Studying network impact of HW and SW failures [55–57, 78, 104, 120] without con-

sidering the network itself as a source of specific failures.

• Re-creating the causes of failures in network simulations. For example, to study the

effect of packet losses on a given protocol, congestions are reproduced by using inter-

fering traffic. This approach leads to waste of time in the scenario setup phase since

the modeler has to create conditions for a failure to happen.

The main contribution of this work is a novel fault model, named Network Fault

Model (NFM), specifically tailored for distributed applications of embedded systems.

Such a fault model has been initially thought to reproduce communication failures but

it can also be used as an abstract model for HW and and SW failures which have effects

on communications. The use of a network-oriented fault model requires to clarify some

issues with respect to traditional fault modeling:

• The definition of fault injection.
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• The points to observe the system behavior.

• The fault detection criteria.

• The temporal properties of injected faults.

This chapter describes these issues and discusses some possible solutions.

With respect to traditional fault models, the Network Fault Model has the following

advantages:

• Focus on communication: the approach fits well with networked embedded systems.

• Convergence: the same fault model can be used not only to model network failures

but also HW and SW failures which have an impact on communications.

• Essentiality: since NFM does not consider failures which have no impact on commu-

nications it can be used for an efficient first-level analysis which focuses on the most

critical problems.

• Abstraction: the NFM can summarize many lower-level HW/SW faults, e.g., single

transition faults, leading to simulation speed up.

• Scalability: due to the previous abstraction property, this approach works also with a

high number of nodes.

Like other fault models, NFM can be used both for formal verification and for fault

simulation; the latter approach is preferred when the model checker cannot verify the

system in reasonable time due to its complexity and this could be the case of a distributed

system made of thousands nodes. NFM and fault simulation can be used to assess:

• The dependability level of the system when it is affected by failures.

• The completeness of a testbench, by verifying if it catches all the faulted behaviors of

the system.

• The completeness of the set of properties describing the system, by verifying if the

corresponding checkers catch all the faulted behaviors of the system.

For the fault simulation, the NFM exploits an extension of the SystemC simula-

tor [97], named SystemC Network Simulation Library (SCNSL) [77], which allows to

model packet-based networked systems. The decision to use SystemC has the following

reasons:

• Model reusability The model of the distributed application can be easily created by

connecting together the SystemC models of each single networked embedded system.

• Tool reusability The same EDA tools used on the SystemC description of each single

node can also be used on the whole distributed system.

• Flexibility SystemC allows users to describe components at different abstraction lev-

els (e.g., RTL and TLM), by using different formalisms (e.g., finite state automata,

bus-interconnected IPs, etc.), and mixing HW and SW components.

However, the adoption of SystemC is not mandatory, and the NFM can be simulated by

using any other HDL.

This chapter is organized as follows. Section 7.1 introduces some background notions.

Section 7.2 defines the proposed Network Fault Model. Section 7.3 describes the tools

used for experimental results while Section 7.4 describes the corresponding case studies.

Finally Section 7.5 draws some conclusions and remarks.
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7.1 Background

In order to better understand the contribution of the work some notions are introduced

here regarding fault modeling and simulation (Section 7.1.1), modeling of network in-

teractions, and classification of the causes of wrong network interactions (Section 7.1.2).

Finally, a traditional fault model is also recalled since it is used to define the proposed

network fault model (Section 7.1.3).

7.1.1 Fault modeling and simulation

Fault modeling and fault simulation are two different topics. Fault modeling aims at rep-

resenting wrong behaviors of the system under observation; it is based of the concept

of mutant which changes the behavior of the system under observation. Concerning the

cause of the wrong behavior, the mutants can be used to model:

• Static errors, that is:

– Design errors, due to incomplete or wrong specification.

– Implementation bugs during the development phase.

• Dynamic errors, which arise at operation time due to:

– Damage of some components.

– Malicious operations (e.g., a security attack).

Fault simulation is the use of fault models to perform different types of verification

on the system under observation. In all the cases, the verification process is based on

the injections of mutants in an instance of the system (named faulty model) and on the

comparison of its simulated behavior with respect to the original system. Comparison is

performed by considering a set of output of the system.

Fault simulation can be used to verify the completeness of design specification

through the so-called Property Qualification [89]. A possible approach in this context

consists in inserting blocks of code (checkers) into the model, each of them devoted to

verify a part of the design specification. Then, mutants are injected into the system. Since

mutants change system behavior, their presence should be detected by checkers during

simulation. Therefore, undetected mutants reveal an incomplete specification of the sys-

tem properties.

Fault simulation can be used to to verify the completeness of the set of the testbenches

to be applied on the system, e.g., to check the presence of implementation errors. If, for

a given fault the set of testbenches does not reveal a difference in the output between the

original and the faulty model then such set is incomplete.

Finally, fault simulation is also related to dependability assessment since it can be

used to assess the behavior of the system when some failures happen, e.g., to study its

capacity to reveal the failure or to return in a safe state.

7.1.2 Representation of network interactions

A traditional formalism to represent communications and protocols is the ISO-OSI ref-

erence model [155] sketched in Figure 7.1. The communicating systems are represented

as stack of computational blocks named entities; each entity exchanges data with a peer

entity at the same level in the other system. Data are exchanged by following a set of rules
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Fig. 7.1. ISO/OSI reference model with entities, protocols and interfaces.

named protocol. Even though, conceptually, communication takes place between peer en-

tities, the actual data transfer is performed only between Layer-1 entities on the physical

channel. In fact, each entity uses the services provided by the lower entity and messages

go down through the stack to reach the physical channel. Services are defined through a

standard interface which hides the implementation details of the lower entity, no matter

if it is made up by HW, SW or other nodes. Peer entities implement a protocol by calling

such services according to a defined set of rules. In literature many different formalisms

are available to model a protocol:

• Computational representation: the protocol is described in terms of processes con-

taining actions and conditions [84].

• Flow chart: the protocol is graphically represented through a sequence of steps and

conditions [1].

• Finite State Automata (FSA): the protocol is described in terms of a finite state automa-

ton in which the state of transmitter, receiver and channel are represented [1, 113].

• Petri Nets: the protocol is described in terms of a Petri Net in which the state of

transmitter, receiver and channel are represented [1].

Flow chart representation is very similar to the computational representation, and both

can be easily translated into automata; also a large subset of Petri Nets can be translated

into FSA. Therefore, the proposed NFM will be defined over the FSA model, without

loosing general validity of the results.
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Fig. 7.2. Simple example of SST fault injection on a FSA.

7.1.3 Single State Transition Fault Model

Finite state automata (FSA) are one of the most used conceptual models to describe hard-

ware behavior and, thus, specific fault models have been created for them, such as the

Single State Transition Fault Model (SST) [38]. Figure 7.2 shows an example of finite

state machine and its faulty versions. A faulty version of the automaton can be created

by changing the destination of only one transition without altering its original input and

output labels. Each fault is denoted as (s, d)− > (s, d′) where s is the source state of

the transition and d, d′ are the original and altered destination, respectively. Therefore,

given an automaton with S states and T transitions, a total amount of T × (S − 1) faulty

versions can be created.

Even though, for complex finite state automata, the number of faulty configurations

could be large, SST fault model is a good abstraction for HW-oriented fault models as it

allows to group many low-level failures. Experimental results show that test sequences

generated with SST faults cover a very high percentage of Single Stuck-at faults and a

high percentage of Transistor faults [38].

A possible extension of SST can be done by allowing to change more than one tran-

sition at one time, leading to the Multiple State Transition (MST) fault model [38]. This

fault model is more complex since the different transition changes may interfere each

other. Furthermore, it has been shown that sequences generated using SST, are able to

detect almost all the MST faults [38].
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7.2 Definition of the Network Fault Model

This section illustrates the proposed Network Fault Model. First of all, it shows how the

NFM has been created (Section 7.2.1), and thus why the NFM is more abstract w.r.t.

other faults models. Then, the injection policy is discussed (Section7.2.2), and a test is

performed to check the NFM validity (Section 7.2.3). The option to inject the NFM as a

permanent or time-varying fault is discussed. Regarding such a possibility, two issues are

addressed:

• The meaning and usefulness of permanent and time-varying faults (Section 7.2.4).

• In case of time-varying faults, their activation policies (Section 7.2.5).

Finally, the need of a new observability criteria suitable for network simulations is de-

scribed in Section 7.2.6.

7.2.1 FSA of the Abstract Channel

Fig. 7.3. The Abstract Channel between two peer entities.

The objective of the NFM is to represent errors occurring during communications.

With reference to Figure 7.1, the focus of the NFM is the communication between peer

entities, even if the reason of the fault may be in the network, as well as in HW and SW

components inside the peer entities.

With reference to Figure 7.3, let layer N be the observation point of the design under

verification; we define all the layers from N −1 through 1 and the physical channel as the

Abstract Channel seen by layer-N peer entities. The set of faults of NFM is generated by

injecting mutants in the representation of the Abstract Channel and then classifying their
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Fig. 7.4. FSA of the Abstract Channel between N peer entities.

effects. In particular, the Abstract Channel has been represented as finite state automaton

(Figure 7.4) under the following assumptions:

• The FSA represents the channel state in a fixed spatial point. In general, the channel

status changes continuously with respect to the space, because it also encompasses

the physical transmission medium, leading to complex formal representations. In this

case the channel has been simplified fixing the space variable.

• The FSA has been discretized with respect to the transmission unit, e.g., the bit or the

packet. In fact, the transmission of a datum is a continuous variable. Then the FSA

has been simplified discretizing the transmission events with respect to a suitable unit.

Such a data unit can be a single bit for peer entities at layer one, or a packet for higher

layers.

• The FSA status number increases linearly with the network nodes. The FSA shall have

a status for each data collision, in order to be able to switch between the empty, non-

corrupted data, and corrupted data behavior. Figure 7.4 represents a channel with N

peer entities.

• Since the proposed FSA represents a channel sampled in a given spatial point, the

effect of channel memory can be ignored. The channel memory measures the number

of bits that a channel can carry without collisions, and it is defined as:

propagationTime ∗ channelCapacity

The Single State Transition Fault Model has been applied to the resulting FSA. Ta-

ble 7.1 reports the transition faults which can be obtained from the FSA of Figure 7.4,

assuming N = 2, and classifying them with respect to their effects on the network behav-

ior.

Five different effects can be highlighted as follows:

• LOST: the packet disappeared from the channel.
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Network behavior Transition faults

LOST (1,2) → (1,1), (1,4) → (1,1), (1,4) → (1,2), (1,4) → (1,3)

(2,4) → (2,1), (2,4) → (2,2), (2,4) → (2,3)

(3,4) → (3,1), (3,4) → (3,3)

CORRUPT (1,1) → (1,4), (1,1) → (1,3), (1,2) → (1,3), (1,4) → (1,3)

(2,2) → (2,3), (2,4) → (2,3)

CUT (2,2) → (2,1), (2,4) → (2,1)

(3,4) → (3,1), (3,3) → (3,1)

(4,3) → (4,1), (4,4) → (4,1), (4,4) → (4,3)

DUPLICATE (1,1) → (1,2), (1,1) → (1,4), (1,1) → (1,3), (1,2) → (1,4)

(2,2) → (2,4)

(3,3) → (3,4)

(4,3) → (4,4)

CARRIER (1,2) → (1,1), (1,4) → (1,1)

(2,1) → (2,2), (2,1) → (2,2), (2,1) → (2,3), (2,2) → (2,4)

(3,1) → (3,4), (3,1) → (3,3), (3,3) → (3,4)

(4,1) → (4,2), (4,1) → (4,4), (4,1) → (4,3)

Meaningless (3,3) → (3,2), (3,1) → (3,2), (3,4) → (3,2)

(4,4) → (4,2), (4,3) → (4,2)

Table 7.1. Classification of single transition faults according to their effect on network behavior.

• CORRUPT: some bits of the transmitted packet were flipped.

• CUT: some adjacent bits of the transmitted packet disappeared from the channel.

• DUPLICATE: the transmitted packet was sent twice.

• CARRIER: the test on the use of the channel is either positive or negative indepen-

dently of the presence of concurrent transmissions.

The Network Fault Model (NFM) consists of these five network effects. Compared

with traditional fault models, it provides more abstract faults which better describe net-

work failures requiring lesser simulations. For instance, let us consider the Abstract Chan-

nel FSA; with the Single State Transition Fault Model the number of possible faults is

proportional to N ∗ T , where N is the number of involved peer entities, and T is the

number of correct transitions. In the Abstract Channel FSA, T is proportional to N2 and

therefore the total number of possible faults is proportional to N3. Moreover, as shown

in Table 7.1, some injected faults do not represent any network behavior, they are mean-

ingless, and simulating them would lead to waste time. Instead, many SST faults can be

replaced by the same abstract NFM fault type and, at a given simulation time, at most

5 ∗N faults have to be simulated.

In conclusion, through NFM, system failure is studied from a communication perspec-

tive; communication errors are directly modeled while HW and SW errors are represented

with their communication effect. It worth noting that this approach takes into account the

behavior of the whole distributed system while traditional fault models are applied to each

node in isolation.
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7.2.2 Fault injection policy

NFM applies faults to each transmission unit, i.e., bits or packets. Considering the fault

injection policy, two choices are available:

• Injection direction: with respect to a given node either incoming packets, or outgoing

packets, or both can be affected by the NFM.

• Injected nodes: either a single node or all the nodes can be affected by the NFM.

Injecting incoming packets guarantees that a fault is propagated to given node, but

maybe it could not propagate to other nodes. Vice versa, if faults affect outgoing packets,

then they may propagate to multiple nodes, but faults could be masked due to packets col-

lisions. In this work it has been preferred to inject incoming packets, in order to guarantee

faults propagation.

When a packet or carrier fault affects all the nodes, it simulates a global channel error, like

large-scale electromagnetic interference for a wireless network. Viceversa, a packet or car-

rier fault regarding only a single node can be used to simulate local problems, like hard-

ware/software errors or small-scale electromagnetic interference. The first policy leads to

more complex analysis, because it can be considered as a multiple-fault injection. For this

paper the single-node injection policy has been adopted, to simplify results analysis.

7.2.3 Test with standard protocols

Protocol Fault type Total

type CARRIER CORRUPT CUT DUPLICATE LOST

1 5–5 0–5 0–5 0–5 0–5 5–25

2 8–6 0–5 8–8 5–5 8–8 29–32

3 10–10 0–5 10–10 1–1 10–10 31–36

4 10–10 0–10 10–10 8–8 10–10 38–48

5 10–10 0–10 10–10 10–10 10–10 40–50

6 10–10 10–10 10–10 10–10 10–10 50–50

Table 7.2. Number of detected faults as a function of transmission protocol and fault type: each

cell reports the number of detected faults by considering the the secondary and the primary outputs,

respectively.

To check the effectiveness of NFM, a simulation scenario has been created by using

the tool described in Section 7.3. A faulty and fault-free version of a distributed system

have been compared. The distributed system consists of five pairs of nodes exchanging

data. Six different communication protocols taken from literature [155] have been con-

sidered as follows:

• Protocol 1: it is the simplest unidirectional transmission protocol since it does not

care about channel reliability, buffer state, data availability.

• Protocol 2: it is a unidirectional stop-and-wait protocol; after sending a data packet,

the transmitter waits indefinitely an acknowledge from the receiver.



68 7 Network Fault Model

• Protocol 3: it is a full unidirectional stop-and-wait protocol with a timed acknowledge

mechanism.

• Protocol 4: it is a bidirectional one-bit sliding-window protocol in which data and

acknowledge are sent in the same packet.

• Protocol 5: it is a bidirectional protocol which uses a go-back-n strategy for incorrect

packets.

• Protocol 6: it is a bidirectional protocol which uses a selective repeat transmission for

incorrect packets.

The faults are injected as permanent faults. Faulty and fault-free systems have been

compared by observing two kind of outputs, i.e.:

• Primary Outputs (PO’s): the network protocol outputs to upper layers. For instance,

the outputs to the application.

• Secondary Outputs (SO’s): the network protocol outputs to the lower layers. For in-

stance, the outputs to the channel.

Table 7.2 reports the experimental results. Some considerations can be done:

• Since in Protocol 1 only one node for each pair sends packets, the maximum

possible value of detected faults is 5. For other faults, the maximum is 10.

• With the simple Protocol 1, only the CARRIER fault can be detected on SO’s,

since it is the only one able to affect sender behaviors. In other words, in this case

the CARRIER fault represents a node failure, while other faults represent channel

failures.

• Even if Protocol 2 is very similar to Protocol 1, some faults can be detected

also when injected on the receiver node. In fact, if something wrong happens to the

acknowledge packet, the sender will stop forever to send data packets.

• Except for Protocol 2 with the CARRIER fault, SO’s have a lesser detection rate

w.r.t. PO’s. This make sense with the chosen injection policy, which privileges fault

propagation directly to nodes. Simulation traces analysis shows that the higher detec-

tion rate of SO’s w.r.t. PO’s, for Protocol 2 with CARRIER fault is caused by the

masking effect of some packet collisions.

• CORRUPT fault is detected on secondary outputs only for Protocol 6. The proto-

cols share the same packet format, they do not perform bit error detection, and the fault

has been injected on the data field and on a non-data field used only by Protocol

6. This shows that the NFM helps to recognize unused fields (dead code).

• The DUPLICATE fault is more effective with complex protocols. In fact simpler pro-

tocols just ignores many packet fields: thus a duplicated packet does not force the

protocol to take a different computational behavior.

• Analyzing simulation traces, it has been noted that some injected faults have been

masked by packet collisions, and some applications of faulty systems have received

more data than the faulty-free system. This suggests that observability criteria used

for these experiments are not suitable for the NFM (this issue is addressed in Sec-

tion 7.2.6).

The capacity of the NFM to change communication and application behavior, con-

tributes to empirically support its effectiveness and its non-redundancy.
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Fault Injection Dependability Redundant

Type Type Technique

CARRIER permanent host duplication no

CARRIER transient transmission retry no

CORRUPT permanent CRC + error correction no

CORRUPT transient CRC + retransmission (ack) no

CUT permanent host duplication no

CUT transient retransmission (ack) no

DUPLICATE permanent sequence number no

DUPLICATE transient sequence number yes

LOST permanent host duplication no

LOST transient retransmission (ack) no

Table 7.3. Analysis results about non-transient and transient faults.

7.2.4 The Time-varying Network Fault Model

NFM faults can be injected either as Permanent (PF) or Time-Varying (TF) faults. This

feature has been introduced because the two NFM versions represent different kind of

errors. In fact PFs reproduce non recoverable errors, e.g., hardware breaking or software

bugs, while TFs are more suitable to represent transient conditions, e.g., channel conges-

tions, electromagnetic interferences, and alpha particles.

An issue consists in determining if both these NFM versions make sense, and when

one of them is more suitable for the system dependability analysis. A possible criterion is

that TF and PF are not redundant if exists at least a dependability technique which masks

only one of them.

For instance, let us consider a simple scenario in which a client node interacts with a

server host in order to access some server-stored information. If LOST PF is injected, it

will drop all the client requests, thus the server will be unreachable. A possible depend-

ability technique consists in the introduction of a backup server, storing a copy of the

information, and to instruct the client to contact the backup server when the main server

is unreachable. Instead, in the same scenario, the LOST TF can be masked by simply

adopting a confirmed protocol (i.e. an ack/retransmit strategy). Therefore LOST TF and

PF can be considered non-redundant.

The case of the DUPLICATE fault is different. In fact a way to mask both DUPLI-

CATE PF and TF is to introduce a sequence number inside the packet header. Hence

DUPLICATE TF and PF are redundant.

Similar analysis have been done also for the other three types of faults (i.e., CAR-

RIER, CORRUPT, and CUT). The results are reported in Table 7.3. Clearly, the masking

technique for a PF is also effective for its time-varying version, because a permanent fault

is a time-varying fault which is always activated, but usually the TF allows a cheaper

or smarter solution. For instance, for the LOST fault, the host duplication technique is a

valid solution to avoid the LOST TF, but it is more expensive and more complex than an

ack/retransmission mechanism.

Analyzing the results reported in Table 7.3, the dependability techniques can be clas-

sified into two classes, according to their cost:
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• Communication cost: the techniques are based on retransmitting lost information or

adding further data inside the packets, e.g., error detecting/correcting codes and se-

quence number.

• Hardware cost: the techniques involve the duplication of a network resource, such as

in case of node duplication.

7.2.5 TNFM fault activation policy

Dealing with time-varying faults leads to choose a suitable fault activation policy. There

are two aspects:

• activation condition, i.e., time-driven activation vs. event-driven activation;

• deterministic activation vs. statistical activation.

The activation condition sets when and how long a fault will be activated. Time-driven

activation is based on simulation time: each fault will be activated at a given instant and it

will remain activated for a give time interval. In the event-driven activation policy, a fault

is activated when a specific simulation event occurs. This work adopts the event-driven

activation policy since the fault model is implemented into an event-driven simulator. The

packet reception has been chosen as firing event.

Deterministic activation implies that when the activation condition holds, a fault is

always activated. Instead with a statistical activation, the fault is activated with a given

probability. This latter policy has been used for experimental results. In particular, the

adopted model is able to capture:

• The fault rate: i.e. the average of faults occurrence in a simulation.

• The fault burstiness: i.e. the statistical dependency between two consecutive faults

occurrences (also known as memory effect ).

When adopting a statistical activation policy, it can be useful to test the system with

different activation probabilities and activation distributions. This can allow to tune the

protocol parameters and the dependability techniques to better fit the project objectives

with respect to the network scenario. For instance, a noisy channel can be modeled by a

statistical fault with high activation probability and/or long bursts.

To summarize, a good practice could be:

• To use a simple scenario with a random fault distribution in earlier design stages, to

have a fast simulation and to quickly fix eventual bugs.

• To use the real-life scenario, with a realistic fault distribution, when design space

exploration is required.

7.2.6 Observability

In the hardware field, fault simulation is based on the concept of fault propagation. A

fault is considered propagated if there is a testbench which generates a difference on the

outputs, between the faulty and the faulty-free versions of the design under verification.

This common definition seems not suitable for network dependability analysis.

Selecting Secondary Outputs as observation point is incorrect. In fact if the injected

fault causes a packet retransmission, then the Secondary Outputs trace will be different
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with respect to the faulty-free scenario, even if at application layer there will be no differ-

ence.

Choosing Primary Outputs as observation points, raises another problem which can

be explained by a simple real-life distributed scenario, made up by thousands of wireless

nodes. During a non fault-injected simulation, many packets are subject to collision, while

with fault injection, e.g., with the LOST fault, network performance may increase because

lost packets decrease the number of collisions. This implies that it is possible that, from

the communication perspective, the fault-injected scenario outperforms the faulty-free

one, and hence, on the Primary Outputs there is a difference between the two systems.

This surprising result is originated by the presence of packets collisions. In fact a

collided packet can be considered a communication fault, and hence, the faulty and faulty-

free systems can be considered as systems with multiple-injected faults.

This consideration suggest that a some clarification about the concepts of inputs, out-

puts and propagation are required in the case of NES’s. In fact, NES’s are complex sys-

tems, made by hundred of different physical systems. It is designer’s responsibility to

define testbenches, inputs and outputs suitable for verification process.

With respect to the propagation criterion, two solutions are possible:

1. Using the hardware-borrowed fault propagation definition, applied to the outputs, but

restricting the faulty-free simulation to very simple scenarios.

2. Allowing communication errors, but changing the fault propagation criterion.

Simple scenarios can be used to perform fast simulations at early stages of design, to

quickly fix the main bugs and to perform simple fault propagation analysis. On the other

hand, complex scenarios are slow to be simulated, and they are more suitable for ad-

vanced fault propagation analysis, when also the system development stages are almost

completed.

For the complex scenarios, two new fault propagation criteria can be introduced:

1. Quality-of-Service metrics: these metrics are system independent, and hence can

always be adopted. For example: packet loss rate and packet delay.

2. Application metrics: these metrics are system dependent, and hence can be used only

for a specific system. For example: the speech quality in a Voice-over-IP application.

These metrics create intervals of acceptable values, which represent design constraints. A

fault is then defined propagated with respect to a given metric if the faulty system does

not satisfy constraints.

7.3 The simulation platform

This section describes a SystemC tool for NFM simulations. It consists of two compo-

nents:

• SystemC Network Simulation Library (SCNSL): a library which provides network

primitives required to build and simulate network scenarios.

• Network Fault Simulation Library (NFSL): a SCNSL plugin able to inject and manage

NFM faults.

The SCNSL simulator is described in Chapter 10, thus it s description is here omitted.

NFSL is described in the next Section.
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7.3.1 Network Fault Simulation Library

The Network Fault Simulation Library has been created as an extension of SCNSL. The

library main module is the Saboteur. Saboteurs are used to inject the faults, ac-

cording to the values they have on their input ports. For instance, they have to know

which kind of fault has to be injected and which bits to cut or corrupt. In order to be

able to easily accomplish these operations, Saboteurs has been implemented using the

Communicator interface.

As said above, the NFSL uses an event-driven and statistical activation policy. Hence

a Saboteur activates itself when a packet is received by a Node, but before such a

packet is managed by the communication protocol. When the Saboteur is activated, it

performs the statistical check about the fault injection. The statistical check is performed

through a pointer-to-function which must be supplied by user: in this way designers can

adopt the probability distribution that better fits with project scenario. However, for sim-

plicity’s sake, NFSL provides five basic models:

• Zero: a zero probability of injection, i.e. no fault is injected. This policy is used for

debugging.

• One: a one probability, i.e. the fault is always injected. This policy reproduces perma-

nent faults.

• Bernoulli [4]: fault activations are independently identically distributed with a uniform

probability density.

• Gilbert [4]: activation is controlled by a two-state Markov’s model which allows to

model fault bursts.

• Gilbert-Elliot [4]: this is a combination of the Gilbert and Bernoulli models in which

fault activations are independently identically distributed with a uniform probability

density when the Markov’s model is in the fault state.

The Bernoulli, Gilbert and Gilbert-Elliot policies have been implemented directly in-

side the simulator because they are very common traffic models.

7.4 Case studies

Starting from the example of Figure 1.1, three different case studies have been derived, in

order to show NFM potentiality. The first case study (Section 7.4.1) presents a distributed

sensing application. The NFM is used to assess the dependability level as a function of

the node fault ratio; this analysis aims at finding the optimal design configuration given

the node fault ratio and the required level of dependability. In the second case study (Sec-

tion 7.4.2), a networked the dependability level of a networked control system is assessed

as a function of the communication protocol. In the last scenario (Section 7.4.3), NFM

is used to obtain a significant testbench for the verification of the same networked con-

trol system described in Section 7.4.2. In all cases, the observability criterion is defined

accordingly to the application.

7.4.1 Temperature monitoring

This case study aims at showing the use of NFM to design a wireless sensor network

application and, in particular, to determine the minimum number of nodes required to
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Fig. 7.5. Average value of collected data as a function of the number of sensor nodes for different

values of the fault ratio.

monitor an environmental scalar value (e.g., the temperature) with a given precision and

a given node reliability. A master node collects data from the deployed sensor nodes and

then computes the average. The testbench reproduces the monitored area consisting of

a scalar field with five sub-areas and different data values for each of them. Nodes are

placed in the sub-areas with the aim of covering the whole area; nodes belonging to the

same sub-area get the same sample. Network reliability is studied by using the Network

Fault Model; in particular, the LOST fault type has been used. Let the fault ratio be the

number of faulty nodes over the total number of nodes. Sampled values, nodes position

and failures do not change with time. In this scenario node communications reproduce a

subset of the well-known IEEE 802.15.4 standard, i.e., peer un-slotted transmissions with

acknowledge [111]. For all tested scenarios the simulation length was constrained by the

fault-free simulation time.

Figure 7.5 plots the average value of collected data as a function of the number of sen-

sor nodes for different values of the fault ratio. The true value of average is 20.76 (reported

as a constant line on the plot). As expected, the accuracy of the result increases with the

number of nodes except with 50% fault ratio because the time wasted for retransmission

to faulty nodes is too high and the longer simulation time prevents the transmission of

enough data.

The reported simulation results can be used to determine the minimum number of

sensor nodes required to limit the error of the resulting sampled average, which constitute

the output of the NES. For example, by allowing an error of 10% at least three sensor

nodes are required assuming a near 0% fault ratio while a higher number is required in

case of real-world failure-prone nodes (e.g., at least nine sensor nodes in case of a 33%

fault ratio). This example shows the effectiveness of the Network Fault Model to support

design-space exploration.
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7.4.2 Networked control system

Fig. 7.6. Architecture of a networked control system.

The proposed methodology has been applied to the design of networked control sys-

tem shown in Figure 7.6; a master node sends motion commands to slave nodes which

perform actions in their environment and then send feedbacks on the applied forces [126];

commands and feedbacks are delivered over a CSMA/CA packet-based network (e.g., a

WLAN). This application requires a good trade-off between reliable data transmission

and low delay. On one hand, packet loss, truncation and corruption may lead to inaccurate

communication of commands and force feedback. On the other hand, error control leads

to a high transmission delay which may compromise the control loop.

Time-varying NFM can be used to test the application in presence of failures which

compromise the correct and timely delivery of data. In this way, the designer can choose

the best transmission protocol among different alternatives. Thus, transmission protocols

constitute the design space to be explored. The candidate protocols in this case study are:

• Protocol 1: the simplest unidirectional transmission protocol since it does not care

about channel reliability, buffer state and data availability.

• Protocol 2: unidirectional stop-and-wait protocol with a timed acknowledge mecha-

nism.

• Protocol 3: go-back-n strategy for incorrect packets.

• Protocol 4: selective re-transmission of incorrect packets.

A master-slave pair has been tested in a fault-free scenario and in presence of four

types of fault, i.e., CARRIER, CORRUPT, CUT, and LOST. Fault activations are inde-

pendently identically distributed with a uniform probability density function which was

set to 3%. If a packet arrives later than 10 ms with respect to the previous one, it is con-

sidered lost. Each packet contains a sample of the signal exchanged between master and
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Fault PLR avg. IAT dev. IAT SLR MSE

Type (%) (ms) (ms) (%)

0.02 1.6 0.7 0.02 0.01

None 0.0 2.9 1.0 0.0 2.8E-5

0.09 14.6 31.3 16.66 0.23

0.0 4.4 5.0 25 0.25

4.0 1.6 0.7 4.0 86196.1

CARRIER 0.01 4.8 13.9 1.87 0.02

14.29 13.1 29.8 24.49 1.98

0.03 4.9 8.8 25.02 0.25

0.02 1.6 0.7 0.02 4.3E+16

CORRUPT 0.0 2.9 1.1 0.01 0.0

1.67 15.2 32.5 18.55 0.64

0.01 4.8 8.1 24.89 0.25

0.97 1.6 0.8 0.97 0.02

CUT 0.0 4.9 14.3 1.96 0.02

0.08 15.0 32.3 17.02 0.24

0.01 4.9 8.9 24.89 0.25

0.97 1.6 0.8 0.97 0.02

LOST 0.0 4.9 14.2 1.95 0.02

0.11 15.5 32.4 17.88 0.27

0.0 4.9 9.0 24.93 0.25

Table 7.4. Results for Protocol 1 to 4.

slave; the sample belonging to a lost packet is estimated by simply repeating the previous

one (more complex concealment and interpolation techniques can be taken from the liter-

ature). Thus, the input of the NES is the transmitted control signal, and the output is the

received and interpolated control signal.

As performance metrics, we considered the packet loss rate (PLR), the average value

and the standard deviation of the inter-arrival time (IAT) between consecutive packets,

the sample loss rate (SLR) accounting for both lost and late packets, and the mean square

error (MSE) between the original signal and the received version (also taking into account

the estimation of lost samples).

Table 7.4 reports the values of the five described metrics as a function of the fault type

(the fault-free case is also included) for the four protocols. For all protocols, the non-null

PLR of the fault-free case is due to the invalidation of network queues at the end of the

simulation. As expected, the SLR is always larger or equal to the PLR and it strongly de-

pends on delay distribution. Protocol 1 provides a very unreliable service with high

MSE even if the delay is kept low. Protocols 2 to 4 are more robust to losses due

to the use of retransmissions which, unfortunately, increase the delay. Protocols 3

and 4 exhibit higher delay and SLR than Protocols 1 and 2 because of the pres-

ence of a longer transmission buffer to implement the sliding-window technique.

The average number of packets generated for each of the 20 simulations (i.e., five

cases multiplied by four protocols) was about 51,000 leading to a high statistical confi-

dence. The total CPU time was about 55 minutes on the Intel Xeon 2.8 MHz with 8 GB

of RAM and 2.6.23 Linux kernel (CPU time has been computed with the time command

by summing up user and system time).
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7.4.3 Testbench qualification for a networked control system

Period
Fault Type

CARRIER CORRUPT CUT LOST

2.0 1,06E+007 1,44E+002 6,24E+006 5,64E+006

1.0 4,20E+007 4,79E+002 2,40E+007 2,27E+007

0.5 1,72E+008 5,54E+002 9,53E+007 8,97E+007

0.25 6,41E+008 5,96E+003 3,89E+008 3,73E+008

0.125 2,67E+009 7,17E+003 1,47E+009 1,49E+009

Table 7.5. MSE as a function of the testbench (sine period) and of the fault type.

The last case study shows how to use the NFM for testbench qualification. The sce-

nario consists in the same networked control system used in Section 7.4.2. The fault rate

has been set to 3% and the Protocol 2 has been chosen for the communication. The

objective of the experiments is creating a testbench which is able to stimulate the com-

munication system effectively. As in Section 7.4.2, a valid datum shall arrive within a

maximum delay of 10 ms with respect to its predecessor, otherwise an interpolation tech-

nique is applied. The MSE has been taken as observation criterion.

The control signal used as testbench is generated by using the following formula:

sample = 107 ∗ sin(2π ∗ time/(period ∗ totalSimulationTime))

Thus, different testbenches can be generated by changing the period of the sine wave. For

instance, a complete sine wave is transmitted in case of Period 1.0, while only half

wave is transmitted in case of Period 2.0. To achieve an high statistical confidence,

during each simulation an average of 51,000 samples have been transmitted.

Table 7.5 reports the experimental results. Since the interpolation technique repeat

the last received data in case of error, the MSE increases with the decreasing of the signal

period, due to the increasing variance of a datum with respect to its predecessor. It is worth

noting that during simulations, no data has been lost, since the protocol is confirmed, but

not all samples have arrived into the maximum allowed delay. As expected, experimental

results show that a sine wave with a short period can be a good testbench for this example,

since it increases the MSE, whilst a sine wave with a long period is not able to affect the

application QoS. In this scenario, the packets transmitted contain only computation data

(i.e. sinewave samples), which have no influence on the application behavior. Thus, in the

experiments, the SLR has been constant with respect to the fault type.

7.5 Conclusions

A communication-centric fault model has been proposed for networked embedded sys-

tems, able to reproduce HW/SW and network errors. Such a fault model, namely the

Network Fault Model, has been derived by abstracting the faults related to the injected fi-

nite state automaton of the communication channel. All the issues regarding the adoption

of the NFM have been addressed, including the permanent and the time-varying versions,
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and the observability criteria. The reported case studies show the NFM effectiveness for

design-space exploration, dependability assessment and testbench qualification.

The work described in this chapter appears in the following publications: [72, 74].
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Propagation Analysis Engine

Given a design, a set of faults in the design, and a set of tests (the input stimuli), fault

simulation is typically used to decide which faults can be propagated by at least one

test. In complex designs, the number of injected faults is very large, thereby stressing the

importance of implementing fast and efficient fault simulators. Traditionally, serial fault

simulation is the simplest method of simulating faults, in which faults are simulated one

at a time [3]. Even if this can be applied to industrial designs, it is possible to explore

the potentialities of parallel simulation to further increase performances. This possibility

has led to the development of special purpose computer architectures for fault simula-

tion [20, 112, 140] at gate level. These accelerators are designed to take into account the

concurrencies that exist in fault simulation. Indeed, besides serial fault simulation, there

are, at least, three further types of fault simulation: parallel [149], concurrent [160] and

deductive [12, 81]. These techniques differ from serial method in two fundamental as-

pects: (a) they determine the behavior of the design in presence of faults without explicitly

changing the model of the design, (b) they are capable of simultaneously simulating a set

of faults. In parallel fault simulation, the fault-free design and a certain number of faulty

designs are simultaneously simulated. The subset of faulty designs is opportunely selected

to avoid interactions among faults. Concurrent fault simulation is based on the observa-

tion that, generally, during a simulation session, the majority of signals/variables values

in faulty designs equal the values of corresponding signals/variables in the fault-free de-

sign. Finally, the deductive fault simulation simulates the fault-free design to determine

all of the good values on the inputs and outputs. Then, using these values, the list of all

faults that cause changes in the output are “deduced” from the input values and the gate

function. These techniques may also be implemented in conjunction with distributed and

parallel processing [136].

When applying such techniques, fault simulation is generally performed on gate-level

designs, and failures are modeled by using classical gate-level fault models (e.g. stuck-at,

bridge, etc.). In particular, several algorithms have been developed, in the past, to address

efficient gate-level fault simulation under the stuck-at fault model by using parallel [158],

deductive [12], concurrent [109], parallel-valued list [117], differential [39], and parallel-

differential [122] approaches.

Indeed, fault parallelization can be obtained also at functional (RTL) level, by running

multiple instances of the design [115] on a parallel architecture-based machine. However,

at RTL it is not possible to directly exploit word-level vectorization, as done at gate level.
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Nevertheless, gate-level simulation is definitely slower than RTL simulation due to the

additional information modeled at the gate level. Such conflicting considerations give rise

to two main questions:

1. Can the gate-level parallelization be faster than serial functional simulation?

2. If yes, in which cases in which this advantage is higher?

This work tries to answer the previous questions. In particular, it discusses how to

benefit from the use of gate-level parallel simulation techniques for simulating functional-

level faults, along with the issues implied by porting parallel simulation from gate level to

functional level. In this context, the rest of the chapter refers to the concept of simulating

functional faults by exploiting parallelization techniques on a gate-level netlist with the

term parallel functional fault simulation. The implemented parallel fault simulator has

been named Propagation Analysis Engine (PAE).

The remaining content of this chapter is organized as follows. Section 8.1 describes

the framework used to compare PAE with traditional RTL serial fault simulation. Sec-

tion 8.2 details the problems arising by applying parallel fault simulation to functional

faults. Section 8.3 explains some optimizations implemented to further increase parallel

simulation performance. Section 8.4 reports experimental results and a comparisons be-

tween RLT simulation and gate-level parallel simulation. Finally, Section 8.5 is devoted

to concluding remarks.

8.1 Framework

Figure 8.1 shows the framework that have been set up to compare serial RTL simulation

with parallel gate-level simulation on the same set of functional faults. The RTL design

under verification (DUV) is instrumented by injecting functional faults and a set of test-

cases are generated by exploiting a functional Automatic Test Pattern Generator (ATPG)

proposed by the authors in previous works [50]. Then, the instrumented DUV is synthe-

sized to obtain a gate-level netlist. Finally, the testcases are simulated on both the RTL

faulty designs, by exploiting a serial simulation engine, and the gate-level faulty netlist,

by exploiting a parallel simulation engine. The fault propagation results is definitely the

same, but the simulation time may sensibly vary as reported in the experimental results

section.

8.2 Open issues

The parallel functional fault simulation is a complex task with many tradeoffs between

design decisions. The main and most important ones are the followings:

• the adopted fault model, which shall be behavioral but synthesizeable;

• the choice of which kind of functional fault parallelization shall be used;

• the parallel faults management engine and its integration with the parallel netlist;

• the simulation kernel and the adopted simulation language;

Each of these problems is addressed in the next sections.
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Fig. 8.1. Framework.

8.2.1 The functional fault model

In the literature there is a great variety of different fault models, and each of them has

been developed to focus on particular design problems and design levels [2, 83]. When

approaching the parallel simulation at functional level, not all the fault models are suit-

able. In fact the parallel simulation is implemented at gate level, and hence, the injected

design must be synthesizeable. This implies that the chosen fault model shall not intro-

duce non-synthesizable constructs. Moreover, it is required that the injected designs have

a new port (or variable), namely the fault port, which is used to select which fault to en-

able, because, after parallelization, this port shall be driven and managed by the parallel

simulation engine (Figure 8.2).

For our experiments the mutant fault model and the bit coverage fault model have

been chosen because they meet this requirement.

The bit coverage fault model [61] has been developed for the RT level, with the objec-

tive to correlate the RTL faults with the gate-level ones [60, 67]. This fault model is very
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similar to the traditional gate-level stuck-at fault model, because it sticks a bit either to

zero or to one as stuck-at does. Moreover, it can also stick a condition to true or false.

One of the main differences between these two fault models is that bit coverage is at the

functional level, and it is designed to inject faults into variables, functions and operations,

rather than gate-level nets. Hence, it has to perform complex injection operations because

it has to deal correctly with all the RTL data types.

The mutant fault model is far more abstract than the bit coverage, and it is more fo-

cused on functional verification [48]. In the past testing based on mutation has been de-

picted as powerful but computationally expensive. This expense has prevented mutation

from becoming widely used in practical situations, but recent engineering advances have

provided techniques and algorithms for significantly reducing the cost of mutation test-

ing [129, 130]. There are a lot of different kinds of possible code mutations: a statement

can be deleted, a condition can be stucked at true, false or it can be negated, an arithmetic

operator can be substituted with another one, and each boolean relation can be substituted

with another one.

In our experiments, the usage of these two different fault models, which are also re-

lated with different verification objectives, points out that the explained techniques can

be widely adopted, even in very different context.

8.2.2 Functional fault parallelization

Among all possible parallelization techniques, vectorization and concurrency have been

used. The deductive technique has not been considered, because it requires to modify the

simulation kernel. On the contrary, vectorization and concurrency can be implemented

with a hardware design language and then simulated by using the designers preferred

simulator.

Vectorization can be applied only to bit-blasted netlists. Bit-blasting is the term for break-

ing down each netlist element to its individual bit members. The vectorization is imple-

mented by mapping each single bit to a vector of bits. Then each operation on bits is

transformed into an operation on such vectors. It is done in order to associate each bit

of the vector to a netlist copy, enabling the faults on all the copies but one, namely the

“reference copy”, which performs the normal computation. Inside the netlist it is required

to transform each computation on bits to a computation on bit-vectors, i.e., to transform

a logic operator to the corresponding bitwise one. This task is quite simple because all

the usual languages support bitwise operations natively. Figure 8.2 shows the steps re-

quired to implement this parallelism. In this implementation, which is written in C, each

vectorized bit has been mapped on a machine word, in order to use directly the machine

instructions, avoiding the possible overhead of using more complex constructs. This map-

ping to a machine word allows switching from a 32-bit machine machine to a 64-bit one,

to further increase performance, without any code changing.

The other kind of parallelization implemented is concurrency. It consist in enabling more

than one fault per netlist copy. The main problem is that if two faults will impact on the

same outputs or on the same registers, a priori they cannot be classified because it is not

possible to understand their interaction and their effects in the simulation. To avoid this

problem there are two possible strategies. The first strategy is to enable different faults as

long as they will not interact, i.e., their impacted registers and outputs will never inter-

act. This check can be performed offline, but it can require some long computation time.
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Fig. 8.2. Steps required to vectorize functional faults.

Moreover in real-life netlists, each fault impacts on many registers, and hence this implies

that only few faults could be enabled at the same time. The other solution is to just en-

able the faults without any offline check, but the netlist has to be instrumented in order to

check eventual conflicts at runtime, i.e., during the simulation itself. This means that if a

fault is going to conflict, it must be disabled before this will happen, and all the impacted

registers and outputs must be reset to the reference netlist value. Moreover as soon as a

fault is classified as propagated, it can also be disabled, in order to minimize the conflicts.

In PAE this second strategy has been implemented.

In the rest of this chapter, where not specified differently, with the term “parallelism”

refers to these two joint parallelisms.

8.2.3 The parallel simulation engine

While the injected netlist must be synthesizable, this is not the case for the engine which

checks the faults propagation, and manages the parallel faults simulation. It could be

useful to synthesize also the management code in order to deploy it on an hardware ac-

celerator [31], but due to its complexity and to the high cost of hardware accelerators, this

idea could be addressed in some future work. For this reason, in the developed parallel

simulation engine there are two main conceptual modules: the parallelized netlist, and a

wrapper. The problem is that it is not easy to integrate these parts, due to their different

abstraction levels:
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• The wrapper has to read the inputs to be passed to the netlist, but such inputs are

designed for the RT level. Hence, the wrapper has to split them into single bits, and

then to vectorize them, in order to be applicable to the bit-blasted and vectorized ports

of the netlist.

• The outputs of the netlist are bit-blasted and vectorized. Hence, the wrapper has to

compare each bit to check differences between the reference netlist and the injected

netlist copies. A naive approach could considerably increment the simulation time:

hence, it is required to implement an optimized algorithm which uses bitwise opera-

tions and low-level bit manipulation functions.

• The registers must be taken into account for fault concurrency on the same netlist copy.

In fact, each low-level register has been substituted with a function which implements

the register itself but also checks for fault collisions. Moreover, when a collision hap-

pens, one of the colliding faults must be disabled, restoring its mutated registers to the

reference copy value.

• The fault port must be vectorized and split as each other netlist input. Moreover a

mechanism must be implemented to enable multiple faults on the same netlist copy.

A lot of fault injection mechanisms use an integer for the fault port type, in order to

identify which fault to inject. For our purposes it is better to use a fault port with a bit

for each fault, and hence its vectorization and management is as simple as every other

input port.

8.2.4 The simulation kernel and the simulation language

Usual hardware description languages (HDLs), like VHDL, Verilog and SystemC, are

event driven. Their advantages are simplicity, and the existence of a lot of tools that have

been developed to deal efficiently with them. But at gate level, the number of events is

substantially higher with respect to RTL, especially with a bit-blasted netlist. This implies

that performance is degraded because most of the simulation time is used in managing

and dispatching the events, instead of simulating the design. To avoid this problem, it is

necessary to switch to a simulation schema that is not event-driven but cycle-based. In

fact cycle-based simulation is targeted to deal with few (or no) events, but it increases the

computation complexity. In other words, each event must be translated into an equivalent

expression, and such expressions must be evaluated following a special order, which must

lead to the same computation results as the event driven model. This is not only a choice

related with the simulation engine performance, but also a choice about which language

to adopt: on one hand, HDLs are event-driven but they are widely used by designers; on

the other hand, a language like C guarantees high computational performances, but it is

not suitable for a large part of designs. The proposed solution exploits a translator, which

has as input a standard HDL netlist, and it automatically generates a netlist written in C,

which uses a cycle-based-like technique. The generated C netlist has to follow the schema

depicted in Figure 8.3, in order to have the correct simulation results. The main point of

this hybrid schema is that delta cycles are emulated by cycling through the netlist, but they

are performed only when there is a new register value to be propagated. This optimizes the

iterations, grouping all the events together. In fact the logic is computed following a top-

down order, i.e., the output of a gate is computed before computing other gates impacted

by this output: this reordering removes the need for the events, and hence all the values

are directly propagated, instead of requiring a delta-cycle, like happens, for instance, for
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signals in usual netlists. Instead, the registers preserve the need of two phases, one of

computation and one of propagation of the new values: this is why the writing on their

output nets is performed at once. The outputs are checked only at the end of delta cycles,

in order to avoid to check values during eventual glitching.
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Fig. 8.3. The simulation algorithm.

8.3 Optimizations

Having resolved open issues as reported in the previous section, and implemented the

basic parallel simulation engine, it is possible to investigate some different ideas to further

optimize the performance:

• optimizing the inputs management;

• optimizing the mux computations;

• splitting the netlist in logic cones;

• optimizing the flops computations;

• dealing with the compilers;

• adopting a four-values logic;

• exploiting the function inlining.

All these optimizations have been implemented in our parallel simulation engine, and

each of them is detailed in the following sections.
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8.3.1 Optimized inputs management

The wrapper must split and vectorize all the input values of the netlist. This operation is

quite slow, thus a good idea consists of checking if an input is changed, and in this case

to recalculate only the associated input port values.

8.3.2 Mux computation optimization

Each mux can be seen as a sort of conditional construct. Then the mux can be rewritten

as an if construct, into which the guard will be the selector, the then branch will normally

compute the mux result, while the else branch will just propagate the input to be propa-

gated in the case of the selector holds zero. The idea is that, if all the vectorized bits of the

selector are at zero, then there is no need of computation. Moreover. it is possible also to

encompass inside the else branch all the logic which impacts only on the zero-propagated

mux input. In this way, it is possible to avoid many computations.

8.3.3 Splitting the netlist logic cones

Recomputing all the logic expressions at each simulation iteration is very time consuming.

But usually only some expressions must be recomputed, because large parts of the netlist

do not change their values. Hence, it is possible to divide the logic into different groups,

which are classified with respect to the inputs and outputs of the logic. The main groups

are:

• Logic driven only by inputs: this logic must be updated only when an input changes.

During the delta-cycles this group will never be recomputed, because the inputs will

preserve their values.

• Register driven logic: this logic is driven only by registers. Hence, it must be computed

only during delta-cycles.

• Data logic: this logic impacts only the data input signals of flip-flops. Then it must be

computed only when there is a “rising edge” on the clock.

• Mixed logic: this is all the logic which is not inside any other set. This logic must be

always recomputed, and hence its computation cannot be optimized.

Each split part is written encompassed by an appropriate conditional construct, so it shall

be recomputed only when it will be really required.

8.3.4 Optimizing the flops computations

The flop values are updated only on a clock “rising edge”. But usually large groups of

flops are driven by the same clock signal, thus it is useless to perform a check for each of

them. The idea is to encompass all of them inside a unique conditional construct, in order

to minimize the checks. This implies that, if the flop has also asynchronous inputs, as it

can be a reset signal, the flop implementation must be divided into both the conditional

branches: the code to manage the synchronous signals be put inside the then branch only,

while the asynchronous signals will be managed inside both the branches.
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8.3.5 Dealing with the compiler

When dealing with low level design representations, like netlists, HDL compilers have to

deal with the following problems:

• manage files with thousands of instructions and declarations inside the same scope;

• compile a large number of files in a short time.

Usually, for traditional HDLs this is not a problem, because they are languages with sim-

ple semantics and constructs.

However our parallel simulation engine has been prototyped in SystemC, which is a

C++ library, and which is usually compiled by software-oriented compilers, such as GNU

gcc. To avoid the arising compilation problems, these steps have been performed:

1. Eliminate HDL code to avoid mixed C++/HDL language compiler and simulator, as,

for instance, Modelsim. This speeds up the compile time.

2. Break the netlist implementation into many short functions. In fact, it is a software

engineering error to implement C++ functions made by thousands of lines, because

it ends up with unmaintainable code. For this reason, gcc is not able to compile such

huge functions. Breaking the netlist in small functions avoids this gcc limitation.

3. Declare all the netlist variables as globals. This avoids the scope problems which

could arise when splitting the netlist implementation into many functions.

4. Implement the parallel simulation engine in C. Note that, C is a very simple language

in comparison with C++. In fact, C++ compilers have to deal with complex classes,

and complex resolution rules. Switching to C code sensibly reduces the compiling

time.

These optimizations reduced the compilation time by three orders of magnitude.

8.3.6 The four value logic

One of the most used HDL data types is the logic type, which is able to describe complex

bit behaviors. At gate level, all the components are usually described by using such a

type, and all gates and register behaviors are described taking into account all the possible

logic values. As explained before, the parallel simulation engine has been implemented

by using the C language, to optimize computation performances, but such a language

does not natively support logic types. To obtain the same behavior of a netlist described

in an HDL, a logic with four values has been adopted, i.e., zero, one , unknown and

high impedance. each value has been described by using a couple of bits, and then ll the

logic gates have been encoded by using Karneaugh maps. This implementation is highly

optimized, because it uses only few bitwise operations and it is faster than other strategies,

like, for instance, the lookup tables used by SystemC.

8.3.7 Function inlining

A widely implemented software optimization is the inlining of functions. In C there are

at least two ways to implement this optimization:

• implement the function as a preprocessor macro;

• using the keyword inline.
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Using a macro guarantees that the function body will be inlined into the final code, but

on the other hand, the final executable could suffer from “code bloating”, i.e., it could be

unnecessarily huge, causing a performances loss. This usually happens when the inlined

function is very long. Instead using the appropriate keyword is safer, because it is a sort

of hint for the compiler: in fact it is up to the compiler to decide whether to inline the

function. The drawback is that the compiler may not inline the function, whereas the

programmer knows that it really leads to a good optimization.

In our parallel engine there are a lot of small functions, each of them implementing a

different kind of logic gate. Such functions are implemented in few lines of code, because

they are highly compact and optimized using bitwise operators. Hence, such functions

have been re-implemented as macro-function, in order to avoid the overhead of their calls.

8.4 Experimental results

When a simulation is going to be performed, one of the factors which has major impact

on the performances is the abstraction level at which the design is described. In fact, the

simulation at RTL is much faster than the simulation at gate level, because, with less ab-

straction, a lot of new details must be taken into account during the simulation. In our

case, there is no interest in a pure simulation at gate level, but the objective is to check

the faults propagation. In other words, even if the single run at gate level is slower than

a single run at RTL, maybe the overall faults classification time is lower, thanks to the

parallel approach that is not applicable at RT level.

To check if this is possible, some designs have been injected with both bit coverage

and mutant fault models. The designs are a 12-bit microprogram sequencer, named

am2910 [5], a CPU core, named hc11 [85], and few tests taken from the ITC-99 bench-

mark suite [141]. For each design, 60 input sequences, each one composed of 100 test

vectors, have been generated by using a genetic engine-based functional ATPG. The faults

have been classified both at RTL, by using a serial simulation engine (SSE), and at gate-

level, by using the parallel simulation engine (PSE). Execution has been performed on

an eight-processor Intel Xeon 2.8 MHz equipped with 8 GB of RAM and 2.6.23 Linux

kernel. CPU time has been computed with the time command by summing up User and

System time, and it is expressed in seconds. Experimental results are reported in table 8.1.

Design Fault model Faults SSE time PSE time Fault Speedup %

Number coverage %

b10 bitcov 244 9.647 7.504 91.0 22.21

b04 bitcov 398 2.816 14.194 99.0 -403.87

b10 mutant 185 25.319 7.984 81.1 68.46

b04 mutant 66 10.337 6.728 74.2 34.94

hc11 mutant 2245 811.115 204.341 49.8 74.81

am2910 bitcov 3608 755.82 505.23 83.3 33.15

am2910 mutant 2763 2219.46 636.98 76.5 71.3

Table 8.1. Experimental results: comparison between serial and parallel simulation.
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Columns report the name of the DUV (Design), the considered functional fault model

(Fault model), the number of injected faults (Faults number), the simulation time achieved

by using the RTL serial simulator (SSE time), the simulation time achieved by using the

gate-level parallel simulator (PSE time), the achieved fault coverage (Fault coverage %),

and the speed up gained by using the PSE simulator instead of the SSE simulator (Speed

up %).

It is possible to note that for the majority of the designs, using the parallel fault sim-

ulation gains a good speedup. On the b04 design, using the bit coverage fault model, the

parallel simulation is very slow with respect to RTL. The cause of this behavior is that

almost all the faults have been propagated by the first testcase. This means that the paral-

lelism has not been fully exploited, because there were too few faults to be simulated in

simulation runs after the first.

Hence, in order to optimize the overall performances, it could be a good idea to use the

parallelism at the beginning, and when the faults to be analyzed became few, return to

RTL and use the serial simulation. This idea is shown in Figure 8.4.

Fig. 8.4. Fault detection.

8.5 Concluding remarks

This work analyzes the main issues arising to implement an efficient parallel simula-

tion engine for functional faults. Moreover, the set of implemented optimizations used

to further increase performances of parallel simulation has been described, Experimental

results show that even if the parallelization requires gate-level simulation, which is gen-

erally slower than RTL simulation, the overall simulation time is reduced as long as there

are enough faults to be checked in parallel. Considering the results of the experiments,

it seems that parallelization truly provides benefits to verification. Future work could ex-

plore further optimizations and, maybe, this will lead to parallelization being successfully

adopted for industrial designs.
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The work described in this chapter appears in the following publication: [49].
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HIF Suite

From the modeling point of view, nowadays, it is common practice to define new sys-

tems by reusing previously developed components, that can be possibly modeled at dif-

ferent abstraction levels such as transaction-level modeling (TLM) and register-transfer

level (RTL) by means of different Hardware Description Languages (HDL’s ) like VHDL,

SystemC, Verilog, etc.. Such heterogeneity requires to either use co-simulation and co-

verification techniques [21], or to convert pieces of code from different HDL’s into an

homogeneous description [44]. However, co-simulation techniques slow down the over-

all simulation, and prevents the use of tools not supporting a specific HDL. On the other

hand, manual conversion from an HDL representation to another, as well as manual ab-

straction/refinement from an abstraction level to another, are not valuable solutions, since

they are error-prone and time consuming tasks. Thus, both co-simulation and manual re-

finement reduce the advantages provided by the adoption of a reuse-based design method-

ology.

To avoid such problems, this chapter presents HIFSuite, an integrated set of tools

and APIs for reusing already developed components and verifying their integration into

new designs. Relying on the HIF language, HIFSuite allows system designers to con-

vert HW/SW design descriptions between different HDL’s and to manipulate them in an

uniform and efficient way. In addition, from the verification point of view, HIFSuite is

intended to provide a single framework that efficiently supports many fundamental ac-

tivities like transactor-based verification [28, 101], mutation analysis [24], automatic test

pattern generation, etc. Such activities generally require that designers and verification

engineers define new components (e.g., transactors), or modify the design to introduce

saboteurs [100], or represent the design by using mathematical models like extended fi-

nite state machines (EFSM) [108]. To the best of our knowledge, there are no tools in

the literature that integrate all the previous features in a single framework. HIFSuite is

intended to fill in the gap.

The author of this thesis have contributed to the development of HIFSuite addressing

these issues:

1. Definition of HIF Semantics.

2. Definition of HIF syntactic constructs.

3. Definition and improvement of the HIF manipulation API’s.

4. Mapping between HDL’s and HIF syntactic constructs.

5. Implementation of HIF core library.
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6. Implementation of some translation tools (sf2hif, hif2vhdl, hif2sc).

7. Optimization of the HIF core library.

8. Support to other developers.

From the site http://hifsuite.edalab.it/ it is possible to download an

HIFSuite demo. This chapter explains the main features of the HIFSuite, of the HIF lan-

guage, and of translation tools, whilst manipulation tools are just summarized, since the

author of this thesis has not collaborated to their implementation, and they are outside the

scope of this thesis.

The chapter is organized as follows. Related work is described in Section 9.1. An

overview of the main features of HIFSuite is presented in Section 9.2, while the HIF

core-language is described in Section 9.3. The HIF-based conversion tools are presented

in Section 9.4. Finally, remarks are discussed in Section 9.5.

9.1 Related Work

The issue of automatic translation and manipulation of HDL code has been addressed by

different works.

VH2SC [93] is a translator utility from VHDL 87/93 to SystemC. It is not able to

handle large designs, and presents some known bugs. It is no more maintained and the

author itself suggest that it is not suited for industrial designs.

Another tool for automatically convert VHLD into SystemC is VHDL-to-SystemC-

Converter [161]. However, it is limited to only to RTL synthesizable constructs.

Some approaches provide the capability of converting HDL code into C++ to increase

simulation performances. A methodology to translate synthesizable Verilog into C++ has

been implemented in the VTOC [153] tool. The methodology is based on synthesis-like

transformations, which is able to statically resolve almost all scheduling problems. Thus,

the design simulation switches from an event-driven to a cycle-based-like algorithm.

VHDLC [133] is a VHDL to C++ translator, which aims at fully VHDL’93 com-

pliance. The project is at alpha stage, and thus, it is currently not suited for industrial

applications.

The DVM [10] tool translates VHDL testbenches into C++. Testbenches are encom-

passed into a small simulable kernel which runs interconnected with the board. Running

native C++ code avoids the overhead introduced by using an HDL simulator. Such a tool

is restricted to only VHDL testbenches.

Verilator [164] is a Verilog simulator. It supports Verilog synthesizable and some PSL

SystemVerilog and Synthesis assertions. To optimize the simulation, Verilator translates

the design into an optimized C++ code, wrapped by a SystemC module. To achieve better

performances, Verilator performs semantics manipulations which are not standard Verilog

compliant. Thus, Verilator is meant to be used just as a simulator.

FreeHDL [53] is a simulator for VHDL, designed to run under Linux. The aim of

the project is to create a simulator usable also with industrial designs. To improve per-

formances, FreeHDL uses an internal tool, namely FreeHDL-v2cc, which translates the

original VHDL design into C++ code. Thus, FreeHDL presents limitations similar to Ver-

ilator.

All previous approaches are not based on an intermediate format, and they target only

a point to point translation from one HDL to another HDL or C++. Thus, manipulation
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Fig. 9.1. HIFSuite overview.

on the code before the translation is not supported. On the contrary, some works have

been proposed which use an intermediate format to allow manipulation of the target code

for simplifying design manipulation and verification. In this context, AIRE/CE [110],

previously known as IIR, is an Object-Oriented intermediate format. A front-end parser,

namely SAVANT, is available to translate VHDL designs into such a language. By using

AIRE/CE API’s it is possible to develop verification and manipulation tools for VHDL

designs. In a previous work [7], SAVANT was extended to allow the translation of VHDL

designs into SystemC. Unfortunately, the AIRE/CE language is strictly tailored for VHDL

code, and thus, it has been not easy to extend the SAVANT environment for supporting

other HDLs, and particularly SystemC TLM.

To the best of our knowledge there is not a single comprehensive environment which

integrates conversion capabilities from different HDLs at different abstraction levels and

a powerful API to allow the development of manipulation tool required during the refine-

ment and verification steps of a design.

The proposed HIF language has been designed to overcome limits and restrictions of

previous works. In particular, HIF and the corresponding HIFSuite has been developed to

address the following aspects:

1. supporting translation of several HDLs at both RTL and TLM level.

2. providing an object oriented set of APIs for fast and easy implementation of manipu-

lation and verification tools.

9.2 HIFSuite Overview

Figure 9.1 shows an overview of the HIFSuite features and components. The majority

of HIFSuite components have been developed in the context of three European Projects

(SYMBAD, VERTIGO and COCONUT). HIFSuite is composed of:
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• An HIF core-language: a set of HIF objects corresponding to traditional HDL con-

structs like, for example, processes, variable/signal declarations, sequential and con-

current statements, etc. (see Section 9.3).

• A set of front/back-end conversion tools (see Section 9.4):

– HDL2HIF. Front-end tools that parse VHDL, Verilog and SystemC (RTL and

TLM) descriptions and generate the corresponding HIF representations.

– HIF2HDL. Back-end tools that convert HIF models into VHDL, Verilog or Sys-

temC (RTL and TLM) code.

• A set of APIs that allow designers to develop HIF-based tools to explore, manipu-

late and extract information from HIF descriptions (see Section 9.3.3). The HIF code

manipulated by such APIs can be converted back to the target HDLs by means of

HIF2HDL.

• A set of tools developed upon the HIF APIs that manipulate HIF code to support

modeling and verification of HW/SW systems, such as:

– EGEN: a tool developed upon the HIF APIs that extracts an abstract model from

HIF code. Such a tool, namely EGEN, automatically extracts EFSM models from

HIF descriptions. EFSMs represent a compact way for modeling complex systems

like, for example, communication protocols [105], buses [172] and controllers

driving data-paths [87, 154]. Moreover, they represent an effective alternative to

the traditional finite state machines (FSMs) for limiting the state explosion prob-

lem during test pattern generation [88].

– ACIF: a tool that automatically injects saboteurs into HIF descriptions. Saboteur

injection is important to evaluate dependability of computer systems [92]. In par-

ticular, it is a key ingredient for verification tools that relies on fault models like,

for example, automatic test pattern generators (ATPGs) [18], tools that measure

the property coverage [59] or evaluate the quality of testbenches through mutation

analysis [36], etc.

– TGEN: a tool that automatically generates transactors. Verification methodologies

based on transactors allow an advantageous reuse of testbenches, properties and

IP-cores in TLM-RTL mixed designs, thus guaranteeing a considerable saving of

time [16]. Moreover, transactors are widely adopted for the refinement (and the

sub-sequence verification) of TLM descriptions towards RTL components [40].

– A2T: a tool that automatically abstracts RTL IPs into TLM models. Even if trans-

actors allow designers to efficiently reuse RTL IPs at transaction level, mixed

TLM-RTL designs cannot always completely benefit of the effectiveness provided

by TLM. In particular, the main drawback of IP reuse via transactor is that the

RTL IP acts as a bottleneck of the mixed TLM-RTL design, thus slowing down

the simulation of the whole system. Therefore, by using A2T, the RTL IPs can be

automatically abstracted at the same transaction level of the other modules com-

posing the TLM design, to preserve the simulation speed typical of TLM without

incurring in tedious and error-prone manual abstraction [25, 26].

The main features of HIF core-language are summarized in next Sections.
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9.3 HIF Core-Language and APIs

HIF is an HW/SW description language structured as a tree of objects, similarly to XML.

Each object describes a specific functionality or component that is typically provided by

HDL languages like VHDL, Verilog and SystemC. However, even if HIF is quite intuitive

to be read and manually written, it is not intended to be used for manually describing

HW/SW systems. Rather, it is intended to provide designers with a convenient way for

automatically manipulating HW/SW descriptions.

The requirements for HIF are manifold as it has to represent:

• system-level and TLM descriptions with abstract communication between system

components;

• behavioral (algorithmic) hardware descriptions;

• RTL hardware descriptions;

• hardware structure descriptions;

• software algorithms.

To meet these requirements, HIF includes several concepts that are inspired by differ-

ent languages. Concerning RTL and behavioral hardware descriptions, HIF is very much

inspired to VHDL. On the other hand, some constructs have been taken from C/C++ pro-

gramming language for the representations of algorithms (e.g., pointers and templates).

The combination of these different features makes HIF a powerful language for HW/SW

system representations.

9.3.1 HIF Basic Elements

HIF is a description language structured as a tree of elements, similarly to XML (see Fig-

ure 9.2). It is very much like a classical programming language, i.e., a typed language

which allows the definition of new types, and includes operations like assignments, loops,

conditional executions, etc.. In addition, since HIF is intended to represent hardware de-

scriptions, it also includes typical low-level HDL constructs (e.g., bit slices). Finally, con-

cerning the possibility of structuring a design description, HIF allows the definition of

components and subprograms.

To look at similarities between HIF and traditional HDLs, let us consider Figure 9.2.

On the left side, a two-input parameterized adder/subtractor VHDL design is shown, while

the corresponding HIF representation generated by the front-end tool HDL2HIF (see Sec-

tion 9.4) is depicted on the right.

As a special feature, HIF gives the possibility to add supplementary information to

language constructs in form of so-called properties. A list of properties can be associated

to almost every syntactic constructs of the HIF language. Properties allow designers to

express information for which no syntactic constructs are included in the HIF grammar,

and therefore they give a great flexibility to the HIF language. For example, the fact that

a signal s has to be considered as a clock signal can be expressed by adding a property

signal_type to the signal declaration as follows:

(SIGNAL s (BIT) (PROPERTY signal_type clock)).
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Fig. 9.2. (a) A VHDL design description. (b) The textual format of the corresponding HIF repre-

sentation.

9.3.2 System Description by using HIF

The top-level element of a system represented by an HIF description is the SYSTEM

construct (see Figure 9.2(b)). It may contain the definition of one or more libraries which

define new data types, constants and subprograms, and the description of design units.

An HIF description may also contain a list of protocols, which describe communication

mechanisms between design units.

Design units are modeled by DESIGNUNIT objects, which define the actual compo-

nents of the system. A design unit may use types, constants and subprograms defined in

libraries included in the SYSTEM construct.

The same design unit can be modeled in different ways inside the same system by us-

ing views. For example, different views of the same design unit can be modeled at different

abstraction levels. Thus, a VIEW object is a concrete description of a system component.

It includes the definition of an INTERFACE by which the component communicates with

the other parts of the system. Moreover, a view may include libraries and local declara-

tions. The internal structure of a view is described in details by means of the CONTENTS

construct. To make a comparison with VHDL, a view can be seen as a generalization of

VHDL entity and architecture.

An INTERFACE object gives the link between a design unit and the rest of the system.

An interface can contain ports, and parameters.

A CONTENTS object can contain a list of local declarations, a list of state tables,

which describe sequential processes, and a list of component instances and nets which

connect such instances. Furthermore, a CONTENTS object can contain a set of concurrent
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actions (called GLOBALACTIONs), i.e., assignments and procedure calls which assign

values to a set of signals in a continuous manner.

Sequential Processes

in HIF, behaviors described by sequences of statements (i.e., processes) are expressed by

state tables. A STATETABLE object defines a process, whose main control structure is

an EFSM, and the related sensitivity list. The state tables can describe synchronous as

well as combinational processes. The entry state of the state machine can be explicitly

specified. Otherwise, the first state in the state list is considered as an entry state.

STATE objects included in the state table are identified by a unique name and they are

associated to a list of instructions called actions (i.e., assignments, conditional statements,

etc.) to be sequentially executed when the HIF model is converted into an HDL description

for simulation.

Components Instances

descriptions where one or more components are instantiated and connected each other

are modeled by using the INSTANCE and the NET constructs. An INSTANCE object

describes an instance of a design unit. More precisely, an INSTANCE object refers to a

specific view of the instantiated design unit.

A NET object contains a list of port references. Nets are used to express connectivity

between interface elements of different design unit instances (i.e., system components).

Concurrent actions

they correspond to concurrent assignments and concurrent procedure calls of VHDL, and

they are modeled by GLOBALACTION objects. Concurrent assignments are used to assign

a new value to the target (which must be a signal or a port) each time the value of the

assignment source changes. Similarly, concurrent procedure calls are used to assign a new

value to signals mapped to the output parameters each time one of the input parameters

changes its value.

Support for TLM constructs

TLM is becoming an usual practice for simplifying system-level design and architecture

exploration. It allows the designers to focus on the design functionality while abstract-

ing away implementation details that will be added at lower abstraction levels. The HIF

language supports the SystemC TLM constructs provided by OSCI [159], which mainly

rely on C++ constructs such as pointers and templates. Figure 9.3 shows a typical TLM

interface with socket channels for blocking and non-blocking calls in SystemC and the

corresponding HIF representation. The SystemC interface definition exploits nested C++

templates, which are preserved in the HIF description. The HIF language provides two

keywords to support templates: TYPETP and TYPETPASSIGN. TYPETP is used for dec-

laration of objects of template type. Instead TYPETPASSIGN is used for instantiation of

template object as shown in Figure 9.3(b). In HIF, the declaration of pointers is repre-

sented by using the POINTER object as follows: (POINTER type {property}).
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Fig. 9.3. (a) Example of TLM interface with socket channels for blocking and non-blocking calls

in SystemC. (b) The corresponding HIF representation.

9.3.3 HIF Application Programming Interfaces

HIFSuite provides the HIF language with a set of powerful C++ APIs which allow to ex-

plore, manipulate and extract information from HIF descriptions. There are two different

subsets in HIF APIs: the HIF core-language APIs and the HIF manipulation APIs.

HIF core-language APIs

each HIF construct is mapped to a C++ class that describes specific properties and at-

tributes of the corresponding HDL construct. Each class is provided with a set of methods

for getting or setting such properties and attributes.

For example, each assignment in Figure 9.2(b) is mapped to an AssignObject

which is derived from ActionObject (see Figure 9.4). This class describes the assign-

ment of an expression to a variable, a register, a signal, a parameter or a port, and it has

two member fields corresponding to the left-hand side (target) and the right-hand side

(source) of the assignment.

The UML class diagram in Figure 9.4 presents a share of the HIF core-language APIs

class diagram. Object is the root of the HIF class hierarchy. Every class in the HIF

core-language APIs has Object as its ultimate parent.

HIF Manipulation APIs

the HIF manipulation APIs are used to manipulate the objects in HIF trees.

The first step of any HIF manipulation consists of reading the HIF description by the

following function:

Object* Hif::File::ASCII::read(const char* filename).

This function loads the file and build the corresponding tree data structure in memory.

An analogous writing function allows to dump the modified HIF tree on a file:

char Hif::File::ASCII::write( const char* filename,

Object* obj);

Once the HIF file is loaded in memory, many APIs are available to navigate the HIF

description. The most important are the following:
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Fig. 9.4. A share of the HIF core language class diagram

Hif::hif_query query;

query.set_object_type(NameNode); //search for NameNode

query.set_name(state); // search for string state

std::list<Node*> * found_object = Hif::search(base_object,query);

Fig. 9.5. Example of search function usage.

• Search function. The search function finds the objects that match a criteria speci-

fied by the user. It searches the target objects starting from a given object until it

reaches the bottom (or the max depth) of the HIF tree. For example, the search func-

tion can be used to find out all variables that match the name state starting from

base_object, as in Figure 9.5.

• Visitor design pattern. In object-oriented programming and software engineering, the

visitor design pattern is generally adopted as a way for separating an algorithm from

an object structure. A practical result of this separation is the ability to add new op-
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Fig. 9.6. Semantics relationships between different HDL’s.

erations to existing object structures without modifying these structures. The visitor

design pattern is very useful when there is a tree-based hierarchy of objects and it is

necessary to allow an easy implementation of new features to manipulate such a tree.

The HIF APIs provide visitor techniques in two forms: as an interface which must

be extended to provide visitor operators, and as an apply() function. In the first

case, a virtual method is inserted inside the HIF object hierarchy, which simply calls a

specific-implemented visiting method on the object passed as parameter. The passed

object is called visitor and it is a pure interface. The programmer has to implement

such a visitor to visit and manage the HIF tree, by defining the desired visiting meth-

ods. In contrast, the apply() function is useful to perform an user-defined function

on all the objects contained in a subtree of a HIF description. The signature for the

apply function is the following:

void Hif::apply(Object *o,

char(*f)(Object *,void *),

void *data);

• Compare function. It provides designers with a way to compare two HIF objects and

the corresponding subtrees. Its signature is the following:

static char compare (Object *obj1, Object *obj2)

• Object replacement function. It provides designers with a way for replacing an object

and its subtree with a different object. Its signature is the following:

int Hif::replace(Object* from, Object* to)

9.3.4 HIF Semantics

Handling different HDLs that have different semantics by using a single intermediate

language rises the importance of defining carefully a semantics for such intermediate

language. In particular, the definition of a sound semantics is necessary for guaranteeing

the correctness of the conversion and manipulation tools.

The semantics defined for HIF aims at supporting the representation of RTL designs

for the main important and used HDLs (i.e., VHDL, Verilog, and SystemC) and the rep-

resentation of TLM designs.
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The main differences among VHDL, Verilog and SystemC semantics that make hard

the automatic conversion of designs between them can be summarized as in the follows:

• Data types. Not all the languages have the same type management. Thus, the conver-

sion between different languages requires to make explicit (or to remove) some cast

or calls to type conversion functions.

• Concurrent assignments. The concurrent assignments of VHDL and Verilog do not

have a direct mapping into a SystemC construct. They can be modeled in SystemC by

converting each concurrent assignment into a concurrent process sensitive to the read

signals and ports.

• Operators. The HDLs have different operators and different types on which such op-

erators are defined. For example, VHDL uses the same operator symbol for both logic

and bitwise operators, while Verilog and SystemC have different symbols for them.

• TLM constructs. SystemC allows TLM descriptions by using templates and pointers,

while VHDL and Verilog support only RTL descriptions.

• Variable declaration and scoping. The behavior of variables and their scoping rules

are different among HDLs. For example, in VHDL variables declared inside a pro-

cess will retain the last assigned value between two subsequent process executions. In

SystemC, a variable declared inside a process such as SC_METHOD will get the initial

value at each new process invocation. To map the VHDL variable semantics into the

SystemC context, the variable declaration should be moved outside the process and

inside the module interface.

• Statements. Some programming techniques and statements cannot be directly mapped

into another HDL. As an example, the SystemC pre and post increment operators are

not valid in VHDL.

In this context, different solutions have been evaluated for adoption as HIF semantics

(Figure 9.6):

• RTL HDL specific semantics. The semantics of an already existing RTL HDL (i.e., the

VHDL or Verilog semantics) would be already well-defined and well-known. Never-

theless, this choice would be a restrictive solution since such languages do not apply

to TLM descriptions.

• SystemC semantics. It would apply for both RTL and TLM designs. Nevertheless, Sys-

temC is a C++ library and, hence, its semantics corresponds to the C++ semantics. It

is not the best solution for implementing the back-end tools, as they would reduce the

set of HIF constructs into the smaller set of HDL RTL constructs.

• Union semantics. It is the semantics obtained from the union of VHDL, Verilog and

SystemC semantics. This solution would allow both TLM and RTL designs, and it

also would simplify the translation from an HDL to HIF. On the other hand, it would

require a greater effort for translating HIF descriptions to HDL descriptions, as not all

constructs have an immediate mapping in every languages.

• Intersection semantics. It is obtained from the intersection of the Verilog, VHDL and

SystemC semantics. It would simplify the translation from HIF to an HDL, as only

constructs shared by all the HDLs would belong to HIF. Nevertheless, this choice

would be too restrictive since only few RTL designs and no TLM description would

be supported.

• Dynamic semantics. In this case HIF would not have a predefined semantics. Instead,

each HIF description would keep track of the source HDL, thus importing also the se-
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mantics of such HDL. This choice simplifies the translation from an HDL to HIF, but

it implies a great effort in developing the back-end tools. Moreover, the HIF descrip-

tions would be too complex for the manipulation tools since each tool should have a

different behavior according to the design specific semantics.

For all these reasons, the semantics chosen for HIF has been the VHDL semantics

enriched to support TLM constructs. The main advantages of such semantics are the fol-

lowing:

1. The intermediate language is strongly typed (like VHDL).

2. There is a simple RTL-to-RTL compatibility between different HDLs. The fact that

VHDL is strongly typed, makes easier to map its semantics into other HDL semantics.

3. It supports TLM.

9.4 Conversion Tools

In this Section the main characteristics of the conversion tools are reported, by starting

from an overview of the tool structures and, then, by showing the translation semantics

such tools rely on.

9.4.1 The front-end and back-end conversion tools

The conversion tools are organized into front-end (HDL2HIF) and back-end (HIF2HDL)

tool sets.

HDL2HIF converts HDL implementations into HIF. HDL2HIF supports conver-

sions from VHDL, Verilog and SystemC, which are implemented in the submodules

VHDL2HIF, VERILOG2HIF and SC2HIF,respectively.

The VHDL2HIF and VERILOG2HIF tools have a common structure, which is com-

posed of the following modules:

• A pre-parsing module, which performs basic configuration operations and parameter

parsing, and which selects the output format (readable plain text or binary).

• A parser based on GNU Bison [80], which directly creates an HIF-objects tree. The

conversion process is based on a recursive algorithm that exploits a pre-ordered visit

strategy on the syntax tree nodes.

• A post-conversion visitor, which refines the generated HIF tree according to the input

language.

• A final routine, which dumps the HIF tree on a file.

The SC2HIF tool has the structure composed of the following modules:

• A pre-parsing module, which performs basic configuration operations and parameter

parsing, and which selects the output format (readable plain text or binary).

• A parser based on GNU Bison, which creates an abstract syntax tree (AST) of the

input code. Such an AST is composed of XML objects with dedicated tags.

• A core module, which converts the AST into an HIF-object tree. The conversion pro-

cess is based on a recursive algorithm that exploits a pre-ordered visit strategy on the

tree nodes.
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Table 9.1. Matching of HDL types

HIF VHDL SystemC Verilog

BIT bit sc_bit wire or reg

BOOLEAN boolean bool wire or reg

CHAR char char

INTEGER integer int integer

(ARRAY (PACKED ) (INTEGER ) bit_vector (RANGE) sc_bv <RANGE> wire[RANGE] or reg[RANGE]
(OF (BIT )) (RANGE))

(ARRAY (PACKED) (INTEGER ) std_logic_vector (RANGE) sc_lv <RANGE> wire[RANGE] or reg[RANGE]
(OF (BIT (RESOLVED))) (RANGE))

BIT (RESOLVED) std_logic sc_logic wire or reg

REAL real double (float) real

• A post-conversion visitor, which refines the generated HIF tree.

• A final routine, which dumps the HIF tree on a file.

An intermediate XML tree has been preferred for translating SystemC descriptions to

HIF, since the SystemC language is much more complex w.r.t. other HDLs,. The trans-

lation requires different checks in order to perform a correct mapping. This intermediate

operation has been performed by using KaSCPar [86], an open source tool which has been

improved to support TLM.

HIF2HDL converts HIF code back to VHDL (HIF2VHDL), Verilog (HIF2VERILOG)

or SystemC (HIF2SC). The structure of HIF2HDL includes the following modules:

• A pre-parsing module, which sets up the conversion environment, performs basic con-

figuration operations, parses the parameters, and sets the output language.

• A set of refinement visitors, which perform operations to allow an easier translation

of HIF trees, according to the output language. For instance, in VHDL it is possible

to specify the bit value 1 by writing ‘1’. On the other hand, in SystemC, ‘1’ is

interpreted as a character and, thus, a cast to the sc_logic type is required. To solve

this problem, a visitor has been implemented to wrap the constant object ‘1’ with an

sc_logic cast object into the HIF tree.

• A module that dumps a partial conversion of the HIF code into temporary files. Such

a module has been implemented to solve problems of consistency between the order

adopted to visit the HIF AST and the order needed to print out the code in the target

language. To avoid many complex checks, the tools firstly dump the output code di-

rectly in temporary files and then they merge the content of temporary files together

in the correct order.

• A post-visit module, which merges together the temporary files and creates the final

output.

In the following subsections, it is reported the implementation of most meaningful

and critical HDL statements, their matching among VHDL, Verilog, and SystemC, and

their representation in HIF. The HIFSuite conversion tools rely on these matching for

converting designs among different HDL languages.

9.4.2 HDL types

Table 9.1 depicts the matching of the most important HDL types. In this work, all the

VHDL types implemented into the VHDL IEEE libraries are considered as native VHDL
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Table 9.2. Matching of HDL explicit cast

VHDL HIF SystemC Verilog

unsigned(I) (CAST I (UNSIGNED_TYPE (t_RANGE) )) to_unsigned(I, size) $unsigned(I)

signed(I) (CAST I (SIGNED_TYPE (t_RANGE) )) to_signed(I, size) $signed(I)

std_logic_vector(I) (CAST I (ARRAY (PACKED ) sc_lv<size>(I)
(t_RANGE) (OF (BIT (RESOLVED)))))

Table 9.3. Matching of HDL conversion functions

VHDL HIF SystemC Verilog

to_unsigned(I) (CONV I (UNSIGNED_TYPE (t_RANGE) )) to_unsigned(I, size) $unsigned(I)

to_signed(I) (CONV I (SIGNED_TYPE (t_RANGE) )) to_signed(I, size) $signed(I)

types (e.g., the VHDL std_logic_vector and std_logic, which are defined in-

side the library std_logic_1164 are considered native types).

In Table 9.1, the mapping of the Verilog types is not fully specified. In fact, it is pos-

sible to know the correct mapping into a reg or into a wire only during the conversion

phase, by checking if the corresponding identifier is used as a signal or as a memory

element.

Another issue about Verilog is that both resolved and unresolved logic types are

mapped into the same Verilog constructs. This is forced by the fact that Verilog has only

resolved types.

For the INTEGER type, it is worth to note that, in HIF, it is possible to specify a

RANGE of values, the number of bits on which is represented, whether it is signed or

unsigned, and whether the range is upto or downto (e.g., in VHDL a natural has a

different range from SystemC unsigned).

9.4.3 HDL cast and type conversion functions

Every HDL languages have three possible type conversion methods:

• Implicit cast. The language allows to convert a general type into another. The transla-

tion is thus automatically performed by the compiler. As an example, in SystemC it is

possible to implicitly cast a char to an int.

• Explicit cast. The language supports the type translation, even if it requires the de-

signer to use a special language construct (i.e., a cast).

• Conversion function. The language does not support the type conversion and, thus,

a manual conversion is required. To simplify the designer’s task, many pre-defined

conversion functions are usually supplied by supporting libraries (e.g., the VHDL

IEEE library).

Since the HIF semantics is an extension of the VHDL semantics, the HIF type con-

version rules are inherited from VHDL. As a consequence, since the implicit cast are not

allowed in VHDL, they are not allowed neither in HIF. On the other hand, the explicit cast

is represented by the CAST object, while the conversion functions are mapped into CONV

objects. The set of conversion functions include all the conversion functions implemented

into the VHDL IEEE library.

Tables 9.2 and 9.3 report the matching of some cast and conversion functions, when

they are implemented in VHDL, Verilog, and SystemC and how they are represented in

HIF. These assumtions hold:
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• I is the generic expression on which the cast or conversion is performed.

• t_RANGE is a range as intended into the HIF syntax.

• size is the size in bits needed to represent the values in t_RANGE.

In Verilog there are only two casting directives ($signed() and $unsigned()),

since it is a loosely typed language. Thus, it requires only conversion tasks from signed

to unsigned types and vice versa.

9.4.4 HDL operators

Table 9.4. Translation of HDL operators

HIF VHDL SystemC Verilog

Arithmetic Operators

+ + + +

- - - -

* * * *

/ / / /

MOD mod (%) %

CONCAT & (a, b) {a, b}

Bitwise Operators

&& and & &

|| or | |
̂̂ xor ̂ ̂

!! not ˜ ˜

Logic Operators

| or || ||
& and && &&

! not ! !

Comparison Operators

= = == ==

/= /= != !=

<= <= <= <=

< < < <
>= >= >= >=

> > > >
Arithmetic Shift Operators

SLA sla << <<<
SRA sra >> >>>

Logic Shift Operators

SLL sll << <<
SRL srl >> >>

The HIF language has a VHDL-like set of native operators with the exception that, in

HIF, the difference between logic and bitwise operators is preserved. In addition, HIF has

some operators that have not translation into VHDL or Verilog, as they are related to TLM

designs (e.g., the pointer dereferencing operator, which is available only in SystemC).

Table 9.4 reports the matching among several operators. The shift operator is a mean-

ingful example of operator conversion. The shift operator of Verilog is arithmetic if the

operand is signed, otherwise it is logic. In contrast, the right shift semantics of C++ is

platform dependent, since the logic or arithmetic shift is not specified by the standard.

Thus, the mapping from SystemC to HIF is a platform-dependent code, and the equiva-

lence cannot be guaranteed when converting HIF designs to SystemC. For this reasons, in

this case, warnings are raised to the users by the conversion tools.
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9.4.5 HDL structural statements

Table 9.5. Matching of HDL structural statements

Note HIF VHDL SystemC Verilog

1 DESIGNUNIT entity, architecture SC_MODULE module

2 STATETABLE process SC_METHOD always

3 ASSIGN <= or := = <= or =

4 IFGENERATE if (cond) generate #if (cond) generate if (cond)
concurrent_statement #endif concurrent_statement

5 FORGENERATE for (cond) generate for (cond) generate for (cond)
concurrent_statement { concurrent_statement } concurrent_statement

end generate; end endgenerate

6 VARIABLE id type VARIABLE id : type; type id; type id;

Table 9.5 shows how the structural statements are matched among HDLs. Note 1

indicates that in HIF each design unit can have one or more VIEW objects, each one con-

taining one INTERFACE and one CONTENTS object. In contrast, in VHDL, it is possible

to attach one or more architectures to a single interface. To achieve such behavior in HIF,

many VIEW objects are created, each one having the same interface.

Note 2 is related to the description of a process into different HDLs. For Sys-

temC, there are three kind of process constructs (i.e., SC_METHOD, SC_THREAD and

SC_CTHREAD), while HIF has only one type of process (like VHDL). Thus, during the

conversion from and to SystemC, the conversion tools recognize the SystemC process

type and perform the code analysis for the correct mapping.

Note 3 is related to the management of assignments. There are two syntax for VHDL

assignments (i.e., one for signals and one for variables) and two assignment operators in

Verilog (i.e., blocking and continuous). In SystemC, a single assignment applies for both

signals and variables.

Note 4 and 5 are related to constructs FORGENERATE and IFGENERATE. They are

typical of VHDL and Verilog languages, while they have not a corresponding native con-

struct in SystemC. Their conversion is achieved by inserting a loop (or a conditional

statement) into the SystemC module constructor.

Note 6 is related to the syntax mapping for a variable declaration. In this case, a simple

syntax-based translation is not enough since the declarations have different semantics

depending on the HDL. This translation issue is addressed in detail in Section 9.4.6.

9.4.6 HDL declaration semantics

Converting declarations from different languages is challenging, because each HDL has

different default initialization values, different scoping rules, different visibility, and dif-

ferent lifetime rules. As an example, a simple int in SystemC has not a default value,

while in VHDL an INTEGER takes the leftmost value of the type range.

HIF, like VHDL, does not allow default values. Instead, each declaration have an

explicit initialization value. In this way, there are not initialization problems when con-

verting from HIF to another HDL. The HIFSuite front-end tools that translate from an

HDL to HIF are demanded to recognize any declaration and to explicit the initialization

value, according to the source HDL.
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Table 9.6. Matching of SystemC and VHDL (HIF) declarations

SystemC VHDL (HIF)

SC_MODULE

Static constants CONSTANT declared and initialized inside the architecture
Input / output ports PORT declared inside the entity
Variable SHARED VARIABLE declared inside the architecture
Static variable SHARED VARIABLE declared inside the architecture
SC_METHOD

Constant CONSTANT declared and initialized inside the process
Static constant CONSTANT declared and initialized inside the process
Variable V ARIABLE declared and initialized inside the process
Static variable V ARIABLE declared inside the process
SC_THREAD

Constant CONSTANT declared and initialized inside the process
Static constant CONSTANT declared and initialized inside the process
Variable V ARIABLE declared inside the process
Static variable V ARIABLE declared inside the process

Table 9.7. Matching of Verilog and VHDL (HIF) declarations

VERILOG VHDL (HIF)

Module

parameter added a generic declaration inside the entity
localparam constant declared inside the architecture
input/output port declared into the entity
wire signal declared into the architecture
reg signal or variable (code specific analysis required) declared inside the architecture

Table 9.8. Matching of VHDL (HIF) and SystemC or Verilog declarations

VHDL (HIF) SystemC Verilog

Entity

Port sc_in/out declared into SC_MODULE input/output declared at the beginning of the module
Shared variable variable declared inside the module reg declared at the beginning of the module

and initialized into the constructor

Constant const declared inside the class parameter declared at the beginning of the module
Signal sc_signal declared wire declared at the beginning of the module

inside the SC_MODULE

Architecture

Constant Static constant declared parameter declared and assigned inside the module
and initialized inside the SC_MODULE

Shared variable class variable declared reg declared at the beginning of the module
inside the SC_MODULE

Signal sc_signal declared inside the SC_MODULE wire declared at the beginning of the module
Process

Variable Variable declared inside the SC_MODULE reg declared before the process which uses it

Constant constant declared inside the process constant declared inside the module

For the sake of clarity, the matching of declarations between HDLs related to the

front-end tools are separated from those related to the back-end tools. Considering the

front-end tools, Table 9.6 reports the matching of the semantics between SystemC and

VHDL declarations. VHDL and HIF declarations have the same semantics. Table 9.7

shows the matching between Verilog and VHDL (HIF) declarations.

Considering the back-end tools, Table 9.8 reports the matching between VHDL (HIF)

and SystemC or Verilog declarations.

For allowing a correct conversion, the conversion tools can change the declaration

scope (e.g., to have a correct lifetime). In this case, the translation tools automatically re-

name such a declaration and each of its occurrences, in order to avoid identifiers conflicts.
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9.5 Concluding Remarks

This chapter has presented an overview of HIFSuite, a set of conversion and manipu-

lation tools that rely on the HIF language. HIFSuite provides designers and verification

engineers with the following features:

• Conversion from HDLs to HIF and viceversa. Current front-end and back-end tools

support a great number of RTL VHDL, Verilog and SystemC constructs, and the core

part of TLM SystemC. The extension for supporting further constructs is under devel-

opment, and will be available soon. The HIF descriptions generated by the front-end

tools are structured like syntax trees, thus it is easy to write algorithms that manipulate

the nodes of the tree.

• Merging of mixed HDL descriptions. Systems described partially in VHDL or Verilog

or SystemC, can be converted into the HIF representation, and then merged to obtain

a final model implemented into an unique HDL.

• Extendibility The HIF library engine is structured to be easily extended. A special HIF

object, called ProperyObject, is provided to describe non-standard or new features of

other HIF objects.

• HIF code manipulation. A set of HIF-based manipulation tools are already available

and they have been introduced in the previous sections. Such tools can be used into

modeling or verification workflows that adopt different HDL languages. New tools

can be easily implemented by means of a powerful APIs library, as they are imple-

mented in C++.

The work described in this chapter appears in the following publications: [22, 23].
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SystemC Network Simulation Library

Networked Embedded Systems (NES’s) are devices characterized by their communica-

tion capabilities, like PDAs, cellphones, routers, wireless sensors and actuators. Their

widespread use has generated significant research for their efficient design and integra-

tion into heterogeneous networks [46, 51, 65, 114, 144, 162].

Thus, system and Network design can be seen as two different aspects of the same

design problem, but they are generally addressed by different people belonging to dif-

ferent knowledge domains and using different tools. Figure 10.1 shows the relationships

between some modeling languages and simulation tools. In the context of HW design,

the most popular languages are VHDL and Verilog. Such languages aim at providing

simulable models. The focus is the functional description of computational blocks and

the structural interconnection among them. Particular attention is given to the descrip-

tion of concurrent processes with the specification of the synchronization among them

through wait/notify mechanisms. For SW design, one of the most widespread languages

for embedded systems is C++, since it allows to use many modern design techniques,

like object oriented programming and polymorphism, while providing high performances.

SystemC [97] is a HDL implemented as a C++ library. It is gaining acceptance for its

flexibility in describing both HW and SW components and for the presence of add-on li-

braries for Transaction-Level Modeling (TLM) and verification. In the context of network

simulation, current tools reproduce the functional behavior of protocols, manage time in-

formation about transmission and reception of events and simulate packet losses and bit

errors. Network can be modeled at different levels of detail, from packet transmission

down to signal propagation [14, 30, 116].

The use of a single tool for System and Network modeling would be an advantage for

the design of networked embedded systems.

Network tools cannot be used for System design since they do not model concurrency

within each network node and do not provide a direct path to hardware/software synthesis.

A possible solution could be a Network/System cosimulation, by integrating the re-

spective simulation kernels [66]. This approach could incur into inacceptable simulation

time, since two simulation kernels, i.e. the Network and System simulators, shall run syn-

chronized.

System languages and tools might be the right candidate for implementing an efficient

System/Network simulation. In fact, as shown in Figure 10.2, HDL’s already model com-
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Fig. 10.1. SCNSL in the context of modeling languages and tools.

Fig. 10.2. Key idea: using HDL’s to model communication between network nodes.

munication at system level, thus it seems feasable to extend them, to model also network

communication.

Some works have addressed this issue, creating the communication channel as a bit-

oriented model [150]. This kind of simulation can be very accurate, but it is also quite

slow. This makes such tools more suitable during the last design phases, when reproducing

low-level channel behaviors is crucial. Viceversa, traditional network simulators as NS-2

are designed at packet-level, to trade accuracy for simulation speed.

Thus, at early stages of design, it could be useful to have network simulators written

by using HDL’s, able to simulate at packet-level, to allow a fast verification of the NES’s

under design.

However, the use of a system description language for network modeling requires the

creation of a basic set of primitives to simulate the asynchronous transmission of variable-

length packets. To fill this gap, in this work the potentiality of SystemC has been exploited

in the simulation of packet-switched networks, by implementing the SystemC Network

Simulation Library (SCNSL). It has been developed as a SystemC extension library, in
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order to be fully compatible with other SystemC optional libraries, like the AMS and

Verification libraries. The simulator is freely available to the designers’ community at

http://scnsl.sourceforge.net.

In the past, SystemC was successfully used to describe network-on-chip architec-

tures [45] and to simulate the lowest network layers of the Bluetooth communication

standard [42].

In the proposed simulator, devices are modeled in SystemC and their instances are

connected to a module that reproduces the behavior of the communication channel; prop-

agation delay, interference, collisions and path loss are taken into account by considering

the spatial position of nodes and their on-going transmissions. The design of tasks can be

dealt at different abstraction levels: from electronic system level (e.g., Transaction Level

Modeling) down to Register Transfer Level (RTL). After each refinement step, nodes can

be tested in their network environment to verify that communication constraints are met.

Tasks with different functionality or described at different abstraction levels can be mixed

in the simulation thus allowing the exploration of network scenarios made of heteroge-

neous devices. Synthesis can be directly performed on those models provided that they

are described by using a suitable subset of the SystemC syntax.

This chapter is organized as follows. Section 10.1 reviews past literature about Sys-

tem/Network co-simulation and co-design. Section 10.2 describes an overview of the Sys-

temC Network Simulation Library. Section 10.3 outlines the main issues and solutions

brought by this work, which motivate the main architectural choices made in SCNSL. Sec-

tion 10.4 reports experimental results and, finally, conclusions are drawn in Section 10.5.

10.1 Related work

In the last years a lot of network simulators have been implemented, addressing different

issues.

NS-2 [116] is a packet-oriented simulator, developed originally for wired networks

and then extended to the wireless case. Even though it is widely adopted, it suffers of

some problems. First of all its internal software architecture is not well structured, making

extension and maintenance quite difficult. Moreover, code implementing node function-

ality can hardly be re-used on actual systems since it is strongly affected by the simulator

internal organization.

TOSSIM [134] is a simulation tool specifically tailored for wireless sensor nodes run-

ning TinyOS operating system. This tool emulates the same SW code which is executed

by actual devices and, thus, it provides accurate results. Furthermore, an extension, named

PowerTOSSIM [163], allows also to evaluate power consumption. However its scope of

application is limited to platforms supporting TinyOS.

Several other solutions have been proposed for the joint modeling of System and Net-

work. An actual network is included in the simulation loop in [144]. The network and

hardware co-simulation is addressed by allowing the HW description language to directly

access the host communication primitives. As pointed out by the authors, this approach

avoids some design errors that can occur if using a simplified and abstract network model,

e.g., timeouts of lower level protocols. The use of the actual network restricts the set of

available protocols to those provided by the host and, more important, the creation of

complex topologies might be difficult and expensive. Finally, the synchronization between

simulation time and actual time is not addressed.
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SystemC has been used to model the lower levels of the Bluetooth protocol in [42].

The objective was to analyze performance at behavioral level and to assess power con-

sumption. Despite the interesting results achieved, the work does not provide a general

strategy for SystemC-based network simulation.

A wireless channel model has been implemented in [8]. The proposed methodology

exploits TLM to gain a fast simulation, and it is able to reproduce some low level com-

munication errors. The noise mechanism is based on statistical basis, and the channel

modeling follows a peer-to-peer like structure. This leads to the creation of un-shared

channels without collision mechanisms, which seems a rough approximation of actual

behavior of a wireless channel which is by definition a shared channel with collisions.

SystemClick [147] is a framework at Electronic System Level, based on SystemC

TLM, tailored for design space exploration of WLAN stations and networks. It integrates

a performance profiler, and automatically generates SystemC network models starting

from Click [107] descriptions. The framework allows only TLM-based exploration, and

do not provides standard pre-built protocols, reducing its applicability. Moreover, wired

networks are not addressed.

A bit-accurate C simulator of the WCDMA core of 3GPP terminals has been proposed

in [114]. Its experimental results show that with this approach it is possible to achieve a

good design speedup, but the work does not suggest a general and reusable approach to

perform network simulations.

SystemC and MATLAB integration has been explored in [162]. MATLAB is used to

specify the system at the highest level of abstraction, and it is used as golden model for

the refinement of a SystemC implementation. The use of the MATLAB scripting language

simplifies the specification of the requirements with respect to a more complex language

such as C++/SystemC. In the paper, only the design of hardware and software components

are taken into account, not considering the network as a true design space dimension. For

example, the simulation of the system under design in a network context seems missing.

A C++ methodology and an environment to model and co-simulate hardware and

software components has been proposed in [46]. The paper is focused on the design of

the digital part of an ADSL modem. The proposed environment allows a simulation which

reproduces the timing behavior and obtains a good simulation speed. The environment is

suitable to implement a device and some related software, but it does not seems enough

versatile for verifying the device under development with complex network models and

with different communication protocols.

The integration of an instruction set simulator with a simulator of the formal Specifica-

tion Description Language (SDL) is presented in [51]. As case study, the implementation

of a wireless MAC layer is described. This methodology is interesting for requirements

verification, but it lacks the ability to refine the design into a complex network scenario.

Summarizing, the past approaches have the following gaps:

• Some works are focused only on the design space exploration of the network, lacking

the integration with System design.

• Some works address System design, without considering the network as a dimension

of the design space.

• Some works integrate both System and Network design, but their applicability is re-

stricted to specific fields, like wireless scenarios, or specific protocols.
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Fig. 10.3. SCNSL in the context of SystemC modeling.

In this work, a new network simulator is described, namely the SystemC Network

Simulation Library (SCNSL), which tries to overcome these limits, thanks to the high

flexibility of SystemC.

10.2 SCNSL architecture

The driving motivation at the base of SCNSL is to have a single simulation tool to model

both the embedded systems under design and the surrounding network environment. Sys-

temC has been chosen for its great flexibility, but a lot of work has been done to introduce

some important elements for network simulation, as described in Section 10.3.

Figure 10.3 shows the relationship among the system under design, SCNSL, the Sys-

temC standard library and the C++ library. In traditional scenarios, the system under de-

sign is modeled by using the primitives provided by the SystemC standard library, i.e.,

modules, processes, ports, and events. The resulting module is then simulated by a sim-

ulation engine, either the one provided in the SystemC free distribution or a third-party

tool. To perform network simulations new primitives are required. Starting from SystemC

primitives, SCNSL provides such elements so that they can be used together with Sys-

tem models to create network scenarios. Thus, SCNSL can be considered as an optional

library for SystemC designs, like, for example, the SystemC Verification Library, and it is

fully compatible with other optional libraries.

Another point regards the description of the simulation scenario. In SystemC, such de-

scription is usually provided in the sc_main() function which creates module instances

and connects them before starting simulation; in this phase, it is not possible to specify

simulation events as in a story board (e.g., “at time X the module Y is activated”). Instead,

in many network simulators such functionality is available and the designer not only spec-

ifies the network topology, but also can plan events, e.g., node movements, link failures,

activation/de-activation of traffic sources, and packet drops. For this reason, SCNSL also

supports the registration of such network-oriented events during the initial instantiation



114 10 SystemC Network Simulation Library

Fig. 10.4. Main components of SCNSL.

of SystemC modules. Moreover, since the description of a network scenario can involve

thousands of components, SCNSL provides high level factories to simplify their instanti-

ation.

As depicted in Figure 10.3, the model of the system under design uses both traditional

SystemC primitives for the specification of its internal behavior, and SCNSL primitives to

send and receive packets on the network channel and to test if the channel is busy. SCNSL

takes in charge the translation of network primitives (e.g., packets events) into SystemC

primitives.

10.2.1 Main components

Figure 10.4 shows the main components of SCNSL.

Tasks are the application functionalities which are under development. Thus, tasks

shall be implemented by designers either at RTl or TLM level. From the point of view

of a network simulator, a task is just the producer or consumer of packets and therefore

its implementation is not important. However, for the system designer, task implemen-

tation is crucial and many operations are connected to its modeling, i.e., change of ab-

straction level, validation, fault injection, HW/SW partitioning, mapping to an available

platform, synthesis, and so forth. For this reason the class TaskProxy_if_t has been

introduced, which decouples task implementation from the backend which simulates the

network. Each Task instance is connected to one or more TaskProxy instances and, from

the perspective of the network simulation kernel, the TaskProxy instance is the alter-ego

of the task. Viceversa, from the point of view of the application, each TaskProxy can

represent a sort of socket interface, since it provides the primitives for network commu-

nication. This solution allows to keep a stable interface between the TaskProxy and the

simulation kernel and, at the same time, to let complete freedom in the modeling choices

for the task, e.g., interconnections of basic blocks or finite-state machines. Two different
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TaskProxy interfaces are provided depending on the abstraction level of the connected

Task (i.e., RTL or TLM). It is worth noting that other SystemC libraries can also be used

in task implementation, e.g., re-used IP blocks and testing components such as the well-

known SystemC Verification Library. These libraries may simplify designer’s work even

if they are outside the scope of network simulation.

Tasks are hosted on Nodes, which are the abstraction of physical devices. Thus, tasks

deployed on different nodes shall communicate by using the API provided by SCNSL for

the network communication, while tasks deployed on the same node shall communicate

by using standard SystemC communication primitives.

The Channel_if_t class represents the network simulation kernel interface. A

channel is the abstraction of the transmission medium, and thus it shall simulate eventual

communication errors, like packet collisions. Standard SystemC channels are generally

used to model interconnections between HW components and, therefore, they can be used

to model network at physical level [42]. However, many general purpose network simula-

tors reproduce transmissions at packet level to speed up simulations. SCNSL follows this

approach, providing models for wired (full-duplex, half-duplex and unidirectional) and

wireless channels.

Communication protocols are a key concept for a network simulation. Users could

require to implement protocols ex-novo, in case protocols are under design, or they could

rely on protocol models provided by the simulator. To allow maximum flexibility, SC-

NSL supports both these possibilities. In particular, users can implement protocols inside

tasks. On the other hand, standard protocol models are provided in optional backend com-

ponents, namely Communicators. A communicator is a SCNSL component implement-

ing the interface Communicator_if_t. New capabilities and behavior can be easily

added by extending this class. Communicators can be interconnected each other to cre-

ate chains. Each valid chain shall have on one end a TaskProxy instance and, on the other

end, a Node; hence transmitted packets will move from the source TaskProxy to the Node,

traversing zero or more intermediate communicators, then they shall be transmitted by us-

ing a channel model, and finally they will eventually traverse the communicators placed

between the destination node and the destination TaskProxy. In this way, it is possible

to modify the simulation behavior by just creating a new communicator and placing its

instance between taskproxies and nodes. Communicators can be used to implement not

only protocols, but also buffers to store packets, simulation tracing facilities, etc.

Another critical point in the design of the tool has been the concept of packet. Gen-

erally, packet format depends on the corresponding protocol even if some features are

always present, e.g., the length and source/destination addresses. System design requires

a bit-accurate description of packet contents to test parsing functionality while from the

point of view of the network simulator the strictly required fields are the length for bitrate

computation and some flags to mark collisions (if routing is performed by the simulator,

source/destination addresses are used too). Furthermore, the smaller the number of dif-

ferent packet formats, the more efficient is the simulator implementation. To meet these

opposite requirements in SCNSL, an internal packet format is used by the simulator while

the system designer can use other different packet formats according to protocol design.

The conversion between the user packet format and the internal packet format is per-

formed in the TaskProxy.
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10.3 Issues in implementing SCNSL

Some issues encountered during the development of SCNSL have been:

• Tasks & Nodes (Section 10.3.1): System main components are processes, grouped

into modules. Network scenario main components are tasks, i.e. functionalities,

grouped into nodes.

• Transmission validity (Section 10.3.2): a packet could arrive invalid to the receiver,

with reference to collision and out-of-range transmissions.

• RTL simulation (Section10.3.3): RTL models are usually bit-oriented, while the sim-

ulation is performed at packet-level.

• Packets (Section 10.3.4): SCNSL requires a standard packet to perform correctly the

transmission simulation, but a packet is different from a RTL signal or a TLM payload.

• TLM & RTL (Section 10.3.5): the co-existence of RTL and TLM models during the

same simulation requires the creation of a sort of transactor.

• Topology (Section 10.3.6): a network scenario is characterized by the concept of

topology, i.e. the location of nodes in the physical space. Moreover the scenario could

change dynamically during the simulation. Viceversa, System modules are organized

into hierarchies, which cannot change during the simulation.

• Communication protocols and channels (Section 10.3.7): System module commu-

nication is standardized, since RTL modules shall communicate by using ports and

signals, and TLM modules will communicate by using a standard payload and stan-

dard communication interfaces and algorithms. Network communication is more com-

plex, since each scenario can use different protocols and channels.

The remaining of this Section addresses these issues and describes the solution adopted

in SCNSL.

10.3.1 Tasks and nodes

From the point of view of network simulation, the main entities are tasks, which are the

producers and consumers of packets, and nodes, which creates the network topology.

Since tasks represents the functionality of the application, their implementation shall

be performed by SCNSL users. Tasks can represent both HW and SW components, and

thus, it is possible to use both RTL and TLM abstraction levels. Anyway, SCNSL im-

plements some standard tasks, which are common in network simulators. For instance, a

Constant Bit Rate task is useful to create some interfering network traffic during a simu-

lation, to test the application in case of packet losts. In SCNSL, each task shall implement

a standard interface, RtlTask_if_t or TlmTask_if_t, according with the task ab-

straction level.

Nodes are the abstraction of physical devices. Thus, they contain physical related

properties, like the transmission bitrate of the network interface, spatial position, etc. Each

node can contain one or more tasks, and can be bounded to one or more physical channels.

Since SCNSL assumes that the components under design are implemented as tasks, in

SCNSL a general implementation of a node is provided by the backend, in the Node_t

class.
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10.3.2 Transmission validity assessment

In wireless and half-duplex scenarios an important feature of the network simulator kernel

is the assessment of transmission validity which could be compromised by collisions and

out-of-range distances. The validity check has been implemented by using two flags and

a counter. The first flag is associated to each node pair and it is used to check the validity

of the transmission as far as the distance is concerned; if the sender or the receiver of an

ongoing transmission has been moved outside the maximum transmission range, this flag

is set to false. The second flag and the counter are associated to each node and they are

used to check the validity with respect to collisions. The counter is used to register the

numbers of active transmitters which are interfering at a given receiver; if the value of this

counter is greater than one, then on-going transmission to the given receiver are not valid

since they are compromised by collisions. However, even if, at a given time, the counter

holds one, the transmission could be invalid due to previous collisions; the flag has the

purpose to track this case. When a packet transmission is completed, if the value of the

counter is greater than one, the flag is set to false. The combined use of the flag and the

counter allows to cover all transmission cases in which packet validity is compromised by

collisions.

10.3.3 Simulation of RTL models

As said before, SCNSL supports the modeling of tasks at different abstraction levels.

In case of RTL models, the co-existence of RTL events with network events has to be

addressed. RTL events model the setup of logical values on ports and signals and they

have an instantaneous propagation, i.e., they are triggered at the same simulation time in

which the corresponding values are changing. Furthermore, except for tri-state logic, ports

and signals have always a value associated to them, i.e., sentences like “nothing is on the

port” are meaningless. Instead, network events are mainly related to the transmission of

packets; each transmission is not instantaneous because of transmission delay, during idle

periods the channel is empty, and the repeated transmission of the same packet is possible

and leads to distinct network events.

In SCNSL, RTL task models handle packet-level events by using three ports signaling

the start and the end of each packet transmission, and the reception of a new packet,

respectively. To each task instance are associated one or more taskproxies. A taskproxy

is an object able to translate network events into RTL events and viceversa. In particular,

each RTL task has to write on a specific port when it starts the transmission of a packet

while another port is written by the corresponding taskproxy when the transmission of

the packet is completed. A third port is used to notify the task about the arrival of a new

packet. With this approach each transmission/reception of a packet is detected even if

packets are equal.

The last issue regards the handling of packets of different size. Real world protocols

use packets of different sizes while RTL ports must have a constant width set at compile-

time. SCNSL solves this problem by creating packet ports with the maximum packet size

allowed in the network scenario and by using an integer port to communicate the actual

packet size. In this way a taskproxy or a receiver task can read only the actual used bytes,

thus obtaining a correct simulation.
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10.3.4 The notion of packet

One key object inside a network simulator is the representation of a packet. In SCNSL

such a packet is described by the Packet_t class. This class is an abstraction of an actual

packet, and in fact its main fields are a buffer of bytes, storing the actual transmitted data,

and an integer describing the size of the buffer. This allows to use the Packet_t class

to model also variable-length packets or packets affering to different protocols. Such a

Packet is required to standardize the data exchanged between the SCNSL components,

and thus, increasing their modularity and reusability.

While RTL types are not enough flexible to implement such a standard packet, the

TLM payload could be a valid choice. Unfortunately, the TLM payload has been de-

signed to describe intra-node communication, like memory accesses. Thus, it contains

many fields which would be unused, leading to a waste of simulation resources. More-

over, there is not need for adherence of the packet implementation to the TLM standard,

since the Packet_t is a SCNSL internal class completely hidden to users.

10.3.5 RTL & TLM models coexistence

The SystemC allows users to design modules at different abstraction levels, i.e. at RTL

and TLM. These modules can be mixed inside a simulation instance by using special

modules to interconnect them. Such modules are called transactors and their role is to

translate values read from RTL ports and signals into TLM payloads, and viceversa. This

idea has been applied also to the design of SCNSL, in order to allow the design of tasks

different abstraction levels. This issue has been addressed in two steps:

1. Translation of RTL and TLM exchanged data into an abstract and independent inter-

nal format.

2. Standardization of network communication mechanisms, in order to avoid to imple-

ment a new transactor for each module. Only two transactors are required: between

RTL and the SCNSL internal format, and between TLM and SCNSL internal format.

Step 1 has been resolved by using SCNSL internal Packet_t class, as described in

Section 10.3.4.

Step 2 has lead to the creation of network communication transactors, which have been

named TaskProxies. Each TaskProxy can be then considered as the class which separates

the user space, from the network simulation backend implemented by SCNSL.

Moreover, the combined use of taskproxies and internal packets have the advantage

that SCNSL internal types shall be unrelated to SystemC types. Thus, SCNSL internal

classes have been implemented mixing SystemC and C++ code to optimize simulation

performances.

10.3.6 Simulation planning

In several network simulators, special events can be scheduled during the setup of the

scenario, for instance node movements, link status changes, and traffic activation. This

feature is important because it allows to simulate the model into a dynamic network con-

text. In SCNSL the simulation kernel has not its own event dispatcher, hence this feature

has been implemented into an optional class, called EventsQueue_t. Even if SystemC
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allows to write in each task the code which triggers such events, the choice of managing

them in a specific class of the simulator leads to the following advantages:

• Standard API: the events queue provides a clear interface to schedule a network event

without directly interacting with the Network class or altering node implementation.

• Simplified user code: Network events are more complex then System ones; the events

queue hides such complexity thus simplifying user code and avoiding setup errors.

• Higher performance: the management of all the events inside a single class improves

performance; in fact the events queue is built around a single SystemC thread, mini-

mizing memory usage and context switching.

This class can be used also to trigger new events defined through user-defined func-

tions. The only constraint is that such functions shall not block the caller, i.e., the event

queue, to allow a correct scheduling of the following events.

10.3.7 Implementation of network protocols and channels

(a) (b) (c)

Fig. 10.5. Examples of possible Communicator chains, implementing a TCP/IP-like transmission:

(a) Empty communicator chain; the protocol is implemented by the user. (b) A single communicator

module, implementing all the protocol layers. (c) A long communicator chain with an element for

each protocol layer.

Communication protocols are a fundamental component for network simulators. Each

scenario could require a different protocol, which provides different API’s, while simula-

tor components require a standard API to allow code reuse. These opposite requirements

can be satisfied as follow:
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• Each task will interact with the simulator by using standard API’s. Such API’s will

allow to perform only the basic and general communication operations, i.e. carrier

sensing and packets exchanging. Advanced functionalities can be implemented by

encapsulating additional information inside packets. In SCNSL, the API’s are imple-

mented by the TaskProxies, as described in Section 10.3.5.

• In the backend, a standard packet format will be used, to allow component reuse, as

described in Section 10.3.4.

• In the backend, components will implement an interface, to standardize the exchang-

ing of packets and carrier status. In SCNSL this interface has been named Communi-

cator. By using the Communicator interface, backend components can be joint into

chains, to create complex behaviors.

In SCNSL, there are two options to use a protocol:

1. The user does not adopt any provided protocol model, since its implementation is

the design goal. Thus, the protocol will be modeled as any other functionality, at

task level (Figure 10.5(a)). For instance, ad-hoc protocols and protocols that will be

synthesized in hardware fall in this case.

2. The user relies on protocol models provided by the simulator. A complete protocol

stack can be implemented by using a single simulator component (Figure 10.5(b)),

or by using a component for each protocol layer (Figure 10.5(c)). Using a single

component simplify the scenario creation, since fewer modules shall be instantiated,

but using many components allows code reuse (e.g. TCP/IP and UDP/IP stacks have

the IP layer in common). SCNSL supports both these implementation strategies.

The use of communicators has also the advantage to allow to write components to

change communication behavior, e.g. queues to buffer packets under transmission. The

only constraint about communicators chains is that each chain shall have at one end a

taskproxy, and on the other end a node.

Transmission media have been modeled in components named Channels. In SCNSL,

there are many channel models, according with the medium type and the physical simu-

lation accuracy. For instance there are unidirectional links, full-duplex links, half-duplex

links and wireless channels. Each channel type implements the Channel_if_t inter-

face, in order to allow to change the channel model, without changing node implemen-

tation. Channels are the most complex objects, because they manage transmissions and,

for this reason, they must be highly optimized. For instance, in the wireless model, the

channel transmits packets and simulates their transmission delay; it must take into ac-

count node movements, check which nodes are able to receive a packet, and verify if a

received packet has been corrupted due to collisions. The standard SystemC kernel does

not address these aspects directly, but it provides important primitives such as concur-

rency models and events. The channel class uses these SystemC primitives to reproduce

transmission behavior. In particular, it is worth to note that SCNSL does not have its own

scheduler since it exploits the SystemC scheduler by mapping network events on standard

SystemC events.

10.4 Experimental results

The SystemC Network Simulation Library has been used to model a wireless sensor

network application consisting of a master task which repeatedly polls sensor tasks
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Fig. 10.6. CPU time as a function of the number of simulated nodes for the different tested tools

and node abstraction levels.

to obtain data. The chosen communication protocol model reproduces a subset of the

IEEE 802.15.4 standard, i.e., peer un-slotted transmissions with acknowledge [111].

Different scenarios have been simulated with SCNSL by using tasks at different ab-

straction levels: 1) all nodes at TLM level, 2) all nodes at RTL, and 3) master task at RTL

and sensor tasks at TLM. The designer had written 77 code lines for the sc_main(),

633 code lines for the RTL task and 204 code lines for the TLM task.

Figure 10.6 shows the CPU time as a function of the number of nodes for the three

scenarios and for a simulation provided by NS-2 representing the behavior of a pure net-

work simulator. A logarithmic scale has been used to better show results. Simulations

have been performed on the Intel Xeon 2.8 MHz with 8 GB of RAM and 2.6.23 Linux

kernel; CPU time has been computed with the time command by summing up user and

system time.

The speed of SCNSL simulations at TLM level is about two-order-magnitude higher

than in case of NS-2 simulation showing the validity of SCNSL as a tool for efficient

network simulation. Simulations at RT level are clearly slower because each task is im-

plemented as a clocked finite state machine as commonly done to increase model accuracy

in System design. However a good trade-off between simulation speed and accuracy can

be achieved by mixing tasks at different abstraction levels; in this case, experimental re-

sults report about the same performance of NS-2 with the advantage that at least one task

is described at RT level.

10.5 Conclusions

This work has presented a SystemC-based approach to model and simulate networked

embedded systems. As a result, a single tool has been created to model both the em-

bedded systems under design and the surrounding network environment. Different issues

have been solved to reconcile System design and Network simulation requirements while

preserving execution efficiency. In particular, the combined simulation of RTL system
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models and packet-based networks has been faced. Experimental results for a large net-

work scenario show nearly two-order-magnitude speed up with respect to NS-2 with TLM

modeling and about the same performance as NS-2 with a mixed TLM/RTL scenario.

The work described in this chapter appears in the following publications: [73, 77].
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A final case study

This chapter presents a more complex case study w.r.t. the ones presented in previous

chapters. The application design starts from high level specification, down to an actual

board. Since the application relies also on the presence of a middleware, at NWV the

integrated CASSE-AME methodology has been applied.

The purpose of this chapter is twofold:

1. It constitutes a complex example of methodology application, useful to further clarify

the main concepts.

2. It allows to verify the accuracy of proposed methodologies and tools.

The next sections are organized as follows. The scenario is depicted in Section 11.1.

The modeling at SYSV in AME and the choice of the middleware are reported in Sec-

tion 11.2 and Section 11.3 respectively. Section 11.4 presents the NWV refinement, while

design steps at PLV are summarized in Section 11.5. The methodology validation is re-

ported in Section 11.6. Final remarks are drawn in Section 11.7.

11.1 Case study description

The communication-aware design methodology described in Figure 5.2 has been applied

to an application for remotely-assisted training. Each user wears a 3D accelerometer

whose data are used to compute the step rate and the run speed which are then forwarded

to the trainer’s display.

11.2 System View modeling

The first design step is to model the application in SystemC. Application is decomposed

into its functional tasks. A SystemC block representing the middleware is also present

and tasks communicate each other through its services. In this step, the network is not

modeled to speed-up simulation (System View). In the case study an object-oriented

middleware has been modeled since the considered actual implementations follow this

paradigm. However the methodology can be applied to different paradigms available in

literature, e.g., publish-subscribe, tuple-space and database paradigms.

The application is decomposed into three types of tasks:
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1. the Sensor task (S) senses the acceleration values;

2. the Processing task (P) computes step rate and run speed;

3. the Display task (D) displays computed data.

There is a sensor and a processing task for each user while there is only one display

task for all the users. Acceleration sampling frequency is 7 Hz.

To model the application according to CASSE framework, communication require-

ments are extracted directly from the specification as follows. Each sensor task communi-

cates with its corresponding processing task which communicates with the unique display

task. Each S task produces 7 samples per second each represented on a 4-bytes float num-

ber for a total requested throughput of 672 b/s. With the same frequency, each P task

generates a message with the step rate and the run speed, described as two 4-bytes float

numbers; furthermore each message contains a 12 bytes header used by the D task to

identify the P task; the total requested throughput is 1120 b/s.

11.3 Choosing the middleware

The next step is the choice of the appropriate middleware to be introduced in CASSE

specification. A library of models of actual middleware implementations has been created

following the methodology described in Section 5.2.2. Middleware characteristics are

reported in Table 11.1.

Name
m q Ack Method encoding Setup Communication schema Binary

(byte) (byte) (byte) (byte) Packets ORB Service size

ZigBee OOM 1 16 16 0 6 centralized distributed 122.2 KB
ZeroC Ice-E 1 27 27 2 12 centralized distributed 4.1 MB
ZeroC Ice 1 27 27 2 12 centralized distributed 45.3 MB
Java RMI 1 32 22 1 16 centralized distributed 77.4 MB
Java RMI/IIOP 1 111 34 1 29 centralized distributed 77.4 MB

Table 11.1. Model library for actual middleware implementations.

Java RMI/IIOP is not suitable for embedded systems, due to its high memory usage

and communication overhead. Java RMI and ZeroC Ice are similar, but the latter requires

less memory, especially in its version for embedded systems, namely Ice-E. The ZigBee

OOM consists of a standard ZigBee protocol stack with an additional layer to reproduce

basic object-oriented services. The method encoding overhead is set to zero since the

method is encoded by using an integer which is already accounted inside q and not by

using a specific field as in the other middleware implementations. Zero-C Ice has the

highest overhead for method encoding.

ZigBee OOM has been chosen as target middleware in this case study for its low

memory footprint. The communication requirements after the introduction of the ZigBee

OOM can be computed with the parameters contained in the Table. In particular, the

throughput requested by application tasks with the middleware overhead is 7Hz ∗ (m ∗
12B + q + Ack + MethodEncoding ∗ methodNameLenght) = 2464b/s for S tasks and

7Hz∗(m∗(8B+12B)+q+Ack+MethodEncoding∗methodNameLenght) = 2912b/s
for P tasks.
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CASSE with Middleware Actual Behavior Error %

No. of Packets Bytes No. of Packets Bytes No. of Packets Bytes

ZigBee OOM cfg 1 20008 520072 20012 260190 0.02 0.06

ZigBee OOM cfg 2 20008 440072 20012 440380 0.02 0.07

Zero-C Ice cfg 1 20014 920000 20024 920260 0.05 0.03

Zero-C Ice cfg 2 20014 840000 20024 840260 0.05 0.03

Java RMI cfg 1 20022 830000 20253 834327 1.14 0.52

Java RMI cfg 2 20022 750000 20237 753081 1.06 0.41

Java RMI/IIOP cfg 1 20048 1740000 20109 1746595 0.3 0.38

Java RMI/IIOP cfg 2 20048 1660000 20109 1666595 0.3 0.4

Table 11.2. Experimental results.

D
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(a) Configuration 1.
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(b) Configuration 2.

Fig. 11.1. Task configurations considered in the case study.

11.4 CASSE modeling and network synthesis

At this point of the design flow, the problem has been formulated according to CASSE

framework. For space limits, formalization details are not shown here, but only the key

ideas are reported. Assuming that the main design goal is the reduction of the economic

cost, the CASSE methodology forces the instantiation of just two kind of nodes, i.e., one

to run the D task, and one to run the S task (clearly, there will be an instance of this node

for each user). P tasks can be hosted either by the sensing nodes or all together by the

display node. The resulting possible configurations are reported in Figure 11.1. By using

the CASSE analytical model, we estimated the total number of bytes transmitted by a

system of two users and one trainer in both configurations; values at middleware level are

reported in the first column of Table 11.2. Since the economic cost of the two solutions

is equal, these results lead to choose Configuration 2 which minimizes the number of

transmitted bytes.



126 11 A final case study

11.5 Remaining design steps

Finally, per-node HW/SW refinement and partitioning is performed. For instance, an ac-

tual SystemC RTL model of the accelerometer can be introduced and the sensor task can

be modified to interact with the device driver of the accelerometer. These design details

are not shown, since they are out of the scope of the work.

11.6 Methodology validation

To validate the proposed methodology, both candidate scenarios have been deployed on

boards and tested by using the corresponding actual implementations of middleware. For

ZigBee, a development kit by Texas Instruments has been used while for the other mid-

dleware types a stardard TCP/IP embedded platform has been used. The scenario has

involved two users and one trainer, for a total of three boards. The execution time is the

same as for the results obtained with CASSE. The total number of transmitted packets

and transmitted bytes at middleware level is reported in the second column of Table 11.2

for both configurations.

The table allows the comparison of actual results with those derived by using the

CASSE methodology; the error is always less than 1.2% in all cases showing that:

1. the methodology to characterize middleware implementations is correct, since their

introduced overhead has been estimated very accurately;

2. the formal specification provided by CASSE leads to results which well represent the

behavior of the actual implementation;

11.7 Conclusions

This case study is a complex example used to clarify how the proposed design flow can be

successfully applied to real life scenarios. The application design flow has been applied

starting from specification, down to actual boards. Reported experimental results have

shown a very high accuracy of CASSE modeling and AME/SCNSL simulation, thus, val-

idating the global flow. Moreover, reported results allow to validate also the middleware

characterization methodology described in Section 5.2.
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Conclusions

The design of Networked Embedded Systems is a challenging research field, which poses

new unresolved problems (Chapter 1). The main difference w.r.t. traditional design flows

is related to the communication aspects, which play a central role in the behavior and can

be considered a design-space dimension when the network is not fixed a priori. Whilst

traditional application behavior is specified on per-node basis, NES’s behavior is specified

in terms of global properties and node interactions, thus requiring to shift the focus of

design and verification from each single node to the whole distributed application.

Exploiting these two key ideas, the thesis proposed a general design flow (Chapter 3)

which starting from high level specifications leads to the actual system. The objective is

to try to overcome the limits of traditional methodologies, and, at the same time, to allow

their re-use during the last design phase (i.e. at PLV). The three main design macro-phases

(SYSV, NWV & PLV) are supported by specific sub-methodologies and tools, developed

during these years of Ph.D. studies.

The core methodology of the thesis is CASSE (Chapter 4), which allows the refine-

ment of communication-related components at NWV. Other important topics, which have

a great practical applicability, have been addressed, such as the middleware integration

(Chapter 5) and the dependability assessment (Chapters 6 7 & 8).

The applicability and validity of proposed methodologies is supported by results re-

ported in the case studies (in particular, Chapter 11) and by the implementation of actual

tools (Chapters 9 & 10).

Since the thesis addresses many different topics, a lot of future work is possible, such

as:

• Extending CASSE to better modeling mobility.

• Introducing some probabilistic behavior in the CASSE formal model, to allow more

complex considerations about the dependability.

• Improving the SCNSL implementation, checking if it could be adopted to model also

Network on Chips.

• Investigating deeper integrations between SCNSL and standard SystemC libraries,

such as the Verification and the Analog Mixed Signal ones.

• Improving and optimizing all developed tools.
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