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In this paper, we propose a methodology for deriving a new kind of approximate temporal 
functional dependencies, called Approximate Predictive Functional Dependencies (APFDs), 
based on a three-window framework and on a multi-temporal relational model. Different 
features are proposed for the Observation Window (OW), where we observe predictive 
data, for the Waiting Window (WW), and for the Prediction Window (PW), where the 
predicted event occurs. We then consider the concept of approximation for such APFDs, 
introduce new error measures, and discuss different strategies for deriving APFDs. We 
discuss the quality, i.e., the informative content, of the derived AFDs by considering their 
entropy and information gain. Moreover, we outline the results in deriving APFDs focusing 
on the Acute Kidney Injury (AKI). We use real clinical data contained in the MIMIC III 
dataset related to patients from Intensive Care Units to show the applicability of our 
approach to real-world data.

© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the 
CC BY-NC-ND license (http://creativecommons .org /licenses /by-nc -nd /4 .0/).

1. Introduction

Data mining has been receiving considerable attention from the research community. Indeed, such mining techniques 
provide a way to extract relevant knowledge and useful information hidden in the (often huge) amount of data available 
in many different contexts [1,2]. In particular, temporal data mining techniques are able to exploit the available knowledge 
to support decision-making. They offer the possibility of obtaining a considerable understanding of various domain-specific 
phenomena and the potential for the development of accurate classification models [3,4].

In a context where current systems enable us to store huge quantities of data, another important role of data mining 
is to support predictions. Prediction is often associated with well-known machine learning techniques. These algorithms are 
used in many domains, and different performance metrics are adopted for each different problem, e.g., in the information 
retrieval domain, precision and recall are widely accepted [5,6], while in medicine, the stakeholders prefer the ROC curve 
[7]. Often, it is not possible to understand why machine learning algorithms are proposing specific predictions, and such 
an already known black-box problem [8] interferes with the communication between data scientists and domain experts, 
as the need for explainability is not fully supported. Thus, even though black-box Machine-Learning approaches have been 
proposed to discover hidden temporal patterns in data collections [9–13], often their application in real-world contexts is 
limited by the absence of explainability, which prevents the users from trusting in the obtained results [14]. Explainable AI 
(XAI) is a research topic that recently received high attention, as it is inherently multifaceted. Indeed, it involves, among 
many others, aspects related to (i) the interpretation of results with respect to the available data, (ii) the comprehension of 
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the procedures that allowed to obtain the given results, (iii) the users who possibly require different kinds of explanation, 
(iv) the usefulness of explanations with regard to some specific domain requirements [14–16].

A workaround to support explainability in temporal data mining techniques is either (i) to associate black-box techniques 
with other ones devoted to providing some kind of (possibly visual) explanation of the obtained results or (ii) to exploit 
explainable temporal data mining techniques, able to possibly reveal intrinsic data dependencies. Focusing on this last 
direction, discovering temporal patterns represents an explainable way of studying hidden data dependencies, supporting 
users to focus on the most interesting and relevant discovered temporal data associations.

Moving closer to data dependencies, in the last decade Functional Dependencies (FDs), a well-known concept in the 
database context, allowing the representation of dependencies between attribute sets in a database, received renewed atten-
tion [4,17–20] from different points of view and for different goals. Functional Dependencies (FDs) were originally proposed 
to specify data constraints in the relational setting and then to derive normalized relational schemata [21]. Let r be a rela-
tion over the relational schema R(U ) and let X, Y ⊆ U . r fulfills the functional dependency X → Y (written as r |= X → Y ) 
if ∀t, t′ ∈ r(t[X] = t′[X] → t[Y ] = t′[Y ]).

From one side, FDs are effective in specifying data constraints, which must be verified and satisfied by the considered 
data repositories/lakes (now possibly consisting of many databases, which evolve as for the required constraints over time) 
[22,23]. Indeed, data quality is becoming an urgent topic in the current context, where huge amounts of data are pro-
cessed on a daily basis, often without any verifiable data quality process [24,25]. On the other side, FDs have been proposed 
as a way of mining data, i.e., by discovering those FDs that hold on most data. The considered approximation may be 
heterogeneous and deal with both null values, quantitative data, data deletion/updates, and so on [19,20,26–28]. Approx-
imate temporal functional dependencies (ATFDs) have been proposed to mine different kinds of temporal patterns from 
data [29,4,25]. Recently, ATFDs have been recently proposed for the prediction task [30,31]. Such a decision-support task is 
mainly devoted to the prediction of some (future) event based on a (past) data history. Thus, as time is an inherent feature 
of this task, ATFDs are interesting candidates as a formal tool, for discovering the predictivity of the stored data.

Within this context, in this paper, we propose and discuss an original temporally-oriented data mining framework for 
the prediction of future events through the identification of recurring past temporal data patterns, expressed as Approximate 
Predictive Functional Dependencies (APFDs), according to a 3-window-based temporal framework. New kinds of error and 
related thresholds are introduced, together with suitable algorithms, to deal with the required approximation. The proposed 
APFDs are not related to any specific application domain as they introduce some advanced features in the line of functional 
dependencies. Without loss of generality, in this paper, we will focus on some examples taken from the domain of clinical 
medicine to show the applicability of APFDs in real-world scenarios. Indeed, through temporal data mining techniques, 
clinical data sources would enable us to rapidly generate prediction models for many clinical problems, support clinical 
decision-making, speed up medical processes, prevent and stratify risks, predict mortality, and improve patient quality 
of life (see, for example, [32–34,30,35–37] for different research efforts in this line. Here, we discuss and formalize the 
framework according to the following specific aspects:

• We introduce and exemplify the entire framework for the APFDs in a formal way by characterizing multi-temporal 
relations. As an element of novelty, multi-temporal relations are attribute timestamped relations [38], but still in first 
order normal form, where disjoint groups of attributes are associated to different time instants, explicitly ordered to 
represent some kind of history through attribute values. The framework allows the representation of dependencies 
between temporal attribute(s) patterns and some successive predicted attribute(s) patterns. The framework is based 
on three temporal windows, named Observation Window (OW), Waiting Window (WW), and Prediction Window (PW), 
respectively. WW is explicitly introduced to create a time span before the prediction for being able to (possibly) manage 
the predicted event.

• With respect to the preliminary proposal in [31], here we extend APFDs to have both observation and prediction tem-
poral attribute patterns, a new concept suitably introduced in this paper, while in [31], we focused on a single attribute 
set holding at a specific valid time. Moreover, the definition of APFDs is made more sound with respect to their ‘predic-
tive’ behavior by explicitly requiring that approximation cannot miss any value of the predicted attributes pattern with 
respect to the values originally contained in the considered multi-temporal relation.

• We introduce new error measures for the evaluation/derivation of AFPDs. Besides errors G3, H3, and J3, already in-
troduced in [31], we propose and discuss new local and global errors, namely the predictive error measure pG3 and 
the error measure K3, which allow considering the number of tuples and the number of values for temporal attribute 
patterns we have to disregard in the approximation.

• We propose and discuss a new approach to evaluate the ‘goodness’ of the derived APFDs, by using entropy-based con-
cepts. In particular, we define and exemplify the Information Gain of an APFD and use the Kullback-Leibler divergence 
of the derived APFD with respect to the original multi-temporal relation and the derived approximation.

• We provide some experimental results on real clinical data from patients in Intensive Care Units, using data from MIMIC 
III [39], to obtain different APFDs. MIMIC III is an anonymized dataset related to patients admitted to intensive care units 
(ICUs). Without loss of generality, such results are a proof-of-concept to show the applicability of our approach to real-
world data. We discuss there also some aspects related to the explainability by showing the most common attribute 
values in the derived dependencies.
2



B. Amico, C. Combi, R. Rizzi et al. Information and Computation 301 (2024) 105228
Our paper unfolds as follows. Section 2 contains the related work. In Section 3, we provide and discuss a motivating 
example taken from a medical domain that we will use throughout the paper. Section 4 details the 3-window-based frame-
work for prediction, the formalization of predictive functional dependencies, and the related concepts, such as temporal 
attribute pattern (TAP), multi-temporal relation, and time-frame view. Section 5 deals with the proposal and discussion of 
different error measures. Section 6 formally defines APFDs and their minimal subset; different algorithmic approaches and 
issues towards deriving APFDs are then proposed and discussed. In Section 7, we introduce an entropy-based approach to 
evaluate the quality of the derived APFDs. Section 8 contains some experimental results and the related discussion. Finally, 
Section 9 sketches some final comments.

2. Related work

In the context of temporal data mining, various techniques have been applied to time-oriented data to discover knowl-
edge about temporal relationships among different raw data and/or more abstract concepts.

Association rule mining is one of the most common data mining (DM) techniques; it aims to extract exciting correlations 
based on some measure of interestingness (e.g., confidence/precision, support, or lift), frequent patterns, associations, or 
casual structures among sets of items in a database. Typically, such relations are expressed as if-then rules consisting of 
different rule antecedents (conditions) and consequents (targets). In literature, there are different methods to mine temporal 
association rules (TARs [40–43]). Sacchi et al. [41] present an approach to pre-process and interpret clinical time series. They 
aim to filter the original time series using temporal abstractions and then analyze the new and derived time series using 
statistical and artificial intelligence methods. After developing a TAR mining framework mainly oriented to the analysis 
of clinical data, the authors extend the framework. They propose a new kind of TAR to extract the frequent temporal 
precedence occurrences between patterns.

In the context of temporal abstractions and pattern discovery, temporal pattern mining is another way to discover new 
knowledge from a huge amount of data. In [44], starting from the concept of Trend-Event Pattern [45] and moving through 
the concept of prediction, the authors propose a new kind of predictive temporal patterns, namely Predictive Trend-Event 
Patterns (PTE-Ps). The framework aims to combine complex temporal features to extract a compact and non-redundant 
predictive set of patterns composed by such temporal features.

Mining time interval data is another interesting research field, especially for the extraction of Time Intervals Related 
Patterns (TIRPs). In [46], the authors introduce TIRPClo, an efficient algorithm for the discovery of frequent closed TIRPs, 
a compact subset of all the frequent TIRPs based on which their complete information can be revealed. In addition, it is 
possible to use patterns as features for classification. For example, in [32], the authors propose a framework for discovering 
TIRPs only from the cohort of patients having the outcome event. The results showed that representing the TIRPs using 
the horizontal support outperformed the binary and mean duration representations. While all these approaches consider 
some kind of classification/prediction task, no one of them explicitly considers different time windows for temporal data. 
Moreover, the main difference between these approaches, with respect to the approach we will propose here, is related to 
the generality of the discovered knowledge. While the previously introduced proposals focus on extracting specific value-
based patterns or rules, our proposal allows the user to discover stronger attribute-based dependencies, namely temporal FDs, 
representing multiple value-based patterns or rules, and required to hold for all the attribute values found in the mined 
data.

In recent years, FDs have been extended in many different directions and with different goals. Our discussion primarily 
includes three key research directions: the first direction involves the representation of constraints on temporal data using 
temporal functional dependencies (TFDs); the second one centers on the exploration and discovery of approximate func-
tional dependencies (AFDs); and the last direction is concerned with leveraging functional dependencies (FDs) to facilitate 
prediction and classification tasks.

TFDs add a temporal dimension to classical FDs to deal with temporal data. In literature, we find various examples 
[47–52], where the authors propose different representation formalisms related to the temporal component of FDs. In [52], 
Combi et al. describe a new formalism based on multiple time granularities. They identify four relevant classes: pure tem-
porally grouping, pure temporally evolving, temporally mixed, and temporally hybrid TFDs. With respect to APFDs, which 
we will propose in this paper, TFDs have been introduced to specify temporal constraints in a temporal database and do not 
consider any kind of predictivity when considering the temporal dimension of data.

AFDs derive from the concept of plain FD. Given a relation r where an FD holds for most of the tuples in r, we may 
identify some tuples for which that FD does not hold. Kivinen and Mannila [27] introduce three measures, known as G1, 
G2, and G3. G1 represents the number of violating couples of tuples, G2 the number of tuples that violate the functional 
dependency, and finally, G3 the minimum number of tuples in r to be deleted for the FD to hold. The discovery of AFDs is 
a computationally expensive task. In the literature, there are different algorithms proposed to perform the discovery in an 
efficient way. Kruse and Naumann in [20] give an example of this type of algorithm. More recently, AFDs have been included 
in the more comprehensive scenario, where we refer to them as relaxed FDs (RFDs). Where the concept of approximation is 
wider and considers not only exceptions, i.e., violating tuples, but also similarities among attribute values and conditional 
constraints [26,17]. AFDs do not consider any temporal dimension of data. As for the error measures, APFDs use error 
G3 introduced in [27]. Further error measures are proposed for APFDs; they extend the tuning capability for discovering 
meaningful predictive patterns in a temporal database.
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In [22], the authors face another aspect related to the approximation of FDs. They assume that frequent constraint viola-
tions in a database may be related to the fact that the considered (mini) world is changeable while the specified constraints 
remain static. Their method is based on understanding which FDs are violated and repairing them by adding attributes 
to the antecedent of the dependency. FDs violated by current data are identified, and some approaches are proposed to 
suitably modify the given FD according to the new reality represented through the existing data. The authors calculate a 
confidence measure for each violated FD, creating a ranked list of candidate attributes. They use an iterative process where, 
at each step of the iteration, the next attribute is chosen in order to be added to the antecedent, and we do so by adding the 
attribute that produces the candidate FD with the highest rank. Such kind of approximation is again related to considering 
plain, nontemporal, FDs as constraints, which have to be refined according to the evolving represented reality.

Another example of approximate functional dependencies is the pattern functional dependencies (PFDs) [53]. Relaxing 
the FD’s constraints of operating on entire attribute values, the authors introduce a new type of dependency that can 
capture partial attribute values that follow some regex-like patterns. In this context, a pattern is a sequence of characters 
defined over the generalization tree, a tree defined over an alphabet, where each leaf node is a character in �, and each 
intermediate node is a generalization of its child nodes. Formally, a PFD ψ defined over schema R is a pair R(X → Y ; T p), 
where: (i) X and Y are sets of attributes from R; (ii) X → Y is a standard FD, called an embedded FD; (iii) T p is a tableau 
with all attributes in X and Y , where for attribute A in X or Y and each tuple tp ∈ T p, tp[A] is either a constrained 
pattern that matches values in dom(A), or an unnamed variable ⊥ that is used as a wild card. While PFDs are employed 
for discovering data errors and/or cleaning data, they differ from the APFDs proposed here, as (i) they do not consider any 
kind of temporality, and (ii) their focus is on checking partial/approximate values of string attributes, which has not been 
considered for APFDs.

In literature, there is a specific functional dependency that combines the characteristics of AFDs and TFDs. In [18], the 
authors introduce the concept of Approximate Temporal Functional Dependencies (ATFDs), which are defined and measured 
on either temporal granules or sliding windows. These dependencies are then applied to extract insights from data in the 
fields of psychiatry and pharmacovigilance. Additionally, they propose a novel error measure, denoted as G4. This metric 
assesses the minimum number of tuples in the dataset r that need to be modified for the plain Temporal Functional 
Dependency (TFD) to hold across all tuples in r. While both ATFDs are APFDs are considering temporal data, ATFDs consider 
functional dependencies by grouping tuples according to their valid times, while APFDs require a precedence constraint 
between valid times of attributes in the antecedent and those in the consequent. Moreover, ATFDs and APFDs are derived 
by considering different error measures. Indeed, for ATFDs, authors introduced a kind of error measure, namely G4, explicitly 
dealing with the possible presence of the same tuples in different temporal windows. On the other side, the error measures 
we propose here focus on finely profiling those tuples that do not satisfy the considered APFD.

Another example of ATFDs is [54], where the authors present AETAS, a system for discovering approximate temporal 
functional dependencies. The discovered TFDs are mainly pure temporally grouping TFDs with moving windows, according to 
the classification proposed in [52]. They mine the duration that leads to identifying temporal outliers, tackling the problem 
of the sparseness of the data with value imputation, and reducing the noise by enforcing the rule in the smallest meaningful 
time bucket. They also consider rules with constants (similar to conditional functional dependencies) such that specific 
duration can be used for particular entities, where the moving window may have different values according to specific 
values of atemporal attributes. As an interesting aspect of AETAS, the authors deal with the discovery of TFDs from dirty 
web data and the discovery of the “optimal” duration for the moving window. Even in this case, while the discussed error 
measures are related either to the support of a dependency or to the repair of tuples, the focus is not on reasoning on 
attribute values holding at different times in the same tuple. On the other side, APFDs do not deal with the discovery of 
optimal durations for moving windows, as such durations are set before data mining starts.

Widening the panorama, in literature there are different examples of the use of FDs to support prediction and classification 
tasks. In the study [55], the authors demonstrate that the existence of functional dependencies among features tends to have 
a detrimental impact on the performance of classifiers. Likewise, in the work presented in [56], functional dependencies are 
leveraged to construct a dependency graph among classification attributes to diminish the overall number of attributes in 
the dataset. In [57], the authors address the notion of trusting ML models by using functional dependencies. They explore 
the interplay between supervised classification and functional dependencies, introducing a novel approach to assess the 
viability of classification on a given dataset exploiting functional dependencies. As far as we know, it is the first example of 
such a use of functional dependencies. In their method, given a set of features denoted as (A1, . . . , An, C), where the values 
of C represent the class to be predicted, they seek functional dependencies in the form of A1, . . . , An −→ C . With respect 
to APFDs, here the authors use standard error measures defined in [27] and do not consider predictivity within a proper 
temporal scenario, mainly restricting their focus on classification.

Finally, some recent research efforts have been devoted to the discovery of (precise) FDs in large datasets [58–60], 
focusing on algorithms allowing acceptable performances when dealing with huge datasets. Here the focus is on discovering 
exact FDs, and the approximation is related to the accuracy of the found FDs. Other contributions focus on the discovery of 
approximate functional dependencies [61–63]. These approaches differ from the proposed APFDs, as they do not consider 
any temporal/predictive aspect. However, they face some common topics as the proposal of new error measures [62] and 
the use of information theory to detect the relevance of the discovered approximate FDs [61].
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3. A motivating scenario from clinical medicine

Nowadays, technology allows us to collect vast amounts of medical information automatically. A key consideration in 
this context is the temporal component, which is essential for accurately representing information within computer-based 
systems. This temporal dimension is crucial for tasks such as querying information, temporal reasoning, designing analytical 
tools for prediction, personalized medicine, and providing support for therapy. To illustrate the significance and potential 
implications of our approach, we turn our attention to a real-world example within the domain of Intensive Care Units 
(ICUs), specifically focusing on patients suffering from Acute Kidney Injury (AKI) [64]. This syndrome serves as a reference 
point throughout the paper, showcasing the applicability and relevance of our methodology.

Intensive care units provide critical care and life support for most severely ill and injured patients in the hospital. Con-
tinuous monitoring and frequent laboratory tests are integral components of patient care in these units, aimed at promptly 
identifying any deterioration in conditions or the onset of adverse events that could further impact the already fragile health 
state. Clinicians record a plethora of parameters, including but not limited to administered medications, levels of various in-
dicators such as blood urea nitrogen, calcium, chloride, creatinine, hemoglobin, platelet count, potassium, prothrombin time, 
partial thromboplastin time, and white blood cell count. Additionally, diverse physiological measures are closely observed, 
encompassing arterial blood pressure, heart rate, systolic and diastolic blood pressure, respiratory rate, temperature, oxygen 
saturation, and glucose levels.

In ICU, AKI emerges as a prevalent clinical challenge. It is characterized by the loss of the kidney’s ability to excrete 
wastes, concentrate urine, regulate electrolytes, and manage fluid balance, as highlighted in the work by [65].

In 2012, Kidney Disease: Improving Global Outcomes (KDIGO) released specific guidelines, as outlined in [66], for the 
definition of AKI. According to these guidelines, a patient is diagnosed with AKI if any of the following criteria are met: 
(i) an increase in serum creatinine by ≥ 0.3 mg/dl (≥ 26.5 μmol/l) within 48 hours, (ii) an increase in serum creatinine to 
≥ 1.5 times the baseline within the previous 7 days, or (iii) a urine volume ≤ 0.5 ml/kg/h for 6 hours.

Let us assume that the considered clinical database collecting all the acquired data, named after IcuDB, is a temporal 
database, i.e., a database composed of temporal relations. Any temporal relation is characterized by a special attribute, 
named VT for Valid Time, representing the timepoint when the information represented in a tuple, is true in the modeled 
world [67].

Given our interest in discerning whether certain clinical data features enable the early identification of AKI patients, 
let us assume that we derive through a suitable query the (possibly materialized) view PatientHistory. This dataset 
represents various temporal states of patients over different valid times. Our goal is to associate a final state in this dataset 
with a specific indication of whether the patient has developed AKI.

For each patient, PatientHistory stores the patient’s name and division, the heart rate and the blood pressure, the 
oxygen saturation, the administered drug –associated with the three considered states, respectively–, the diagnosis of AKI, 
and the different valid times, by means of attributes Patient, Division, HR and BP, SpO2 , Drug, AKI, and the associated valid time 
attributes, respectively. We assume that valid times are always given in terms of hours (starting from the admission time of 
each patient, taken as the origin of the time domain).

View PatientHistory is a special kind of attribute timestamped relation [68]. Indeed, different valid times are associ-
ated with disjoint sets of attributes, and values of different valid times in any tuple are strictly ordered. In the example, the 
valid time of vital signs precedes the valid time associated with SpO2, which precedes that of Drug, which precedes that of 
AKI diagnosis.

Table 1 (partially) shows a possible instance of PatientHistory describing a clinical history of three patients, Daisy, 
Luke, and Stevie, possibly staying in different ICUs, who undergo five different drugs, some of them specific for the AKI treat-
ment, respectively. Such history can be derived from the data contained in the temporal database IcuDB. Many different 
research questions arise from the introduced context, which are of general interest:

• Firstly, clinicians could be interested in discovering properties, relevant from the clinical point of view. Within this 
perspective, could we support the prediction of a future diagnosis by building suitable clinical histories? More generally, may we 
be able to support predictive tasks through the data analysis of such temporal histories? From this point of view, explainability 
is highly relevant for physicians. They are allowed to specify large or focused clinical histories, and then understand 
which parts, i.e., attributes, of these histories are relevant from a clinical point of view. For example, physicians recently 
focused on the presence of sepsis, the administration of diuretics and/or nephrotoxic drugs, systolic blood pressure, 
and central venous pressure to specify relevant clinical histories to be mined [31]. Moreover, moving back to view 
PatientHistory, a mined dependency may be expressed through a sentence like “The same patterns of values for 
heart rate and the following oxygen saturation correspond to the same AKI diagnosis, in most rows of the clinical 
history,” which is inherently explainable and interpretable.

• May we consider different (temporal) requirements when composing such data histories? Indeed, it could be of interest to 
specify some constraints restricting, for example, the time distances between the different states.

• May we also consider different requirements for predictions? Indeed, predictions are useful only if they come early enough 
to allow suitable prevention of the (possibly) predicted negative outcome. In the considered context, predicting AKI just 
a moment before its occurrence could not be useful to avoid negative effects on the patient’s health.
5
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Table 1
View PatientHistory storing data of a temporal query on database IcuDB.

# Patient Division HR BP VTV S SpO2 VTS P O 2 Drug VTDrug AKI VTAK I

1 Daisy ICU High Hypo 19 Low 21 Aspirin 23 False 28
2 Daisy CardioICU Low Hypo 2 High 4 Aspirin 6 False 18
3 Daisy CardioICU Low Hypo 2 Medium 5 Aspirin 6 False 12
4 Daisy CardioICU Medium Normo 5 Medium 7 Indapamide 9 False 18
5 Luke ICU Low Hyper 7 High 8 Ibuprofen 12 True 17
6 Luke ICU Low Hyper 7 High 8 Ibuprofen 12 True 21
7 Luke ICU Medium Hyper 9 High 13 Sulindac 14 True 19
8 Luke ICU Medium Hyper 9 High 13 Sulindac 14 True 21
9 Stevie STICU High Hyper 1 Low 2 Aspirin 5 True 25
10 Stevie STICU High Hyper 1 Low 2 Aspirin 5 False 12
11 Stevie STICU High Hyper 1 Low 2 Aspirin 5 False 10
12 Stevie STICU High Hyper 1 Low 2 Indapamide 7 False 10
... Stevie STICU ... ... ... ... ... ... ... ... ...
36 Stevie STICU Medium Hyper 4 Medium 7 Metolazone 8 True 14
... ... ... ... ... ... ... ... ... ... ... ...

• Which kinds of error thresholds are we allowed to specify for deriving reliable predictions? Indeed, it could be that, after 
discovering that some (few) tuples do not support the prediction, we would like to specify other thresholds to make 
the prediction reliable. As an example, we may allow (or not) some patients to have their tuples completely discarded, 
as the overall condition of these patients makes them “outliers” with respect to the considered prediction.

• After discovering whether some features (i.e., attributes) support the prediction of future events, are we able to discover 
which data values are related to specific clinical outcomes? Even though explainable methods would be applied in support-
ing the early identification of AKI patients, having the capability of relating some specific value patterns to the AKI 
presence/absence is of great importance for physicians [14]. Thus, after having discovered that “The same patterns of 
values for heart rate and the following oxygen saturation correspond to the same AKI diagnosis, in most rows of the 
clinical history,”, it is possible to observe through simple queries on the view that, for example, most of the time low 
values of heart rate followed by high oxygen saturation is associated to a consequent presence of acute kidney injury. 
Such a further level of explainability, strictly connected to the specific content of the database, allows the physician to 
be confident in the overall reliability of the mined dependencies.

In the following, we will use view PatientHistory, depicted in Table 1, to exemplify the different aspects of our 
proposal. Different examples will also consider some fragments of the overall view. The tuple enumeration used here and in 
the following examples comes from running suitable queries in a PostgreSQL corresponding database, and is used just for 
referencing specific tuples and for giving the idea of the overall cardinality of the query result/relation.

4. The predictive aspects of functional dependencies

In this section, we first outline the current problem and introduce a 3-window model for the interpretation of predic-
tive temporal data. Subsequently, we provide the necessary definitions for establishing a Predictive Functional Dependency. 
Finally, we delve into the analysis of the concept of approximation concerning Predictive Functional Dependencies.

4.1. A 3-window framework for the interpretation of predictive temporal data

In the majority of cases, prediction models rely on two-time windows: (i) a data collection (or observation) window and 
(ii) a prediction window. Despite the existence of approaches [69,70] that incorporate a third temporal window, as far as 
we are aware, a comprehensive and formal prediction framework explicitly considering three distinct time windows has 
not been explored in the data mining literature. We propose a 3-window model where we can observe: (i) an Observation 
Window where we collect information that could be relevant to a future event over a specific time span (OW), (ii) a Waiting 
Window (WW), namely the minimum time interval required to act to prevent the event in the prediction window, assuming 
that not all the performed actions have an instantaneous effect; and (iii) a Prediction window (PW) where it is possible to 
observe the effects of something happened in the observation period. It is worth noting that the duration of these windows 
may vary and could even consist of a single time point. Additionally, the Waiting Window might be absent, meaning it has a 
length of zero, especially when decisions have an immediate observable effect.

There are different orthogonal features that can describe this 3-window model. We decide to analyze a first distinction 
between (i) anchored and (ii) unanchored time windows. With anchored time windows, we can represent specific periods 
of the considered time axis. Anchored time windows allow the representation of specific periods along the considered time 
axis. Considering the view in Fig. 1, that is a subset of the view PatientHistory and supposing to have an anchored 
3-window model of 6 hours for the observation window, 3 hours for the waiting window, and 9 hours for the prediction 
window anchored to the beginning, we enclose in the result tuples 2,3,10,11.
6
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Fig. 1. The time windows of the proposed framework.

Unanchored time windows are characterized by their mobility along the time axis, constraining only the temporal span 
between the 3 temporal windows. In this case, we may consider a possibly infinite number of unanchored (sliding) windows, 
that describe the database’s history. In our framework, sliding windows represent a way to highlight the entire time span, 
from the beginning to the end of the database’s history. This means that we enclose all the tuples that satisfy the temporal 
restrictions given by the 3-window framework in our result. Therefore, the well-known concept of “stride” associated with 
sliding windows is inapplicable, as in the results we consider all tuples that meet the temporal constraints in at least one 
of the 3-window frameworks. In Fig. 1, we depict a partial overlap among four 3-window models, representing unanchored 
time windows. In this instance, we adopt the 3-window model comprising 6 hours for the observation window, 3 hours for 
the waiting window, and 9 hours for the prediction window. Each 3-window model is distinguished by a unique color, that 
marks the tuples within each temporal frame. For example for the second model, we consider tuples 4 and 36, while for 
the third one, we considered tuples 5 and 6. Each 3-window model is shifted forward for 3 hours. At every step, we include 
different tuples, and at the end, all the tuples are included in the result.

Formally, we define the Unanchored Time Frame and the Anchored Time Frame as follows:

Definition 1 (Unanchored Time Frame). An unanchored time frame (uTF) α is a triple 〈O W , W W , P W 〉 where OW, WW, and 
PW are expressed as durations, i.e., time distances. They allow the representation of three different unanchored windows, 
which we will use to observe temporal data.

Definition 2 (Anchored Time Frame). An anchored time frame (aTF) α is a time frame associated with an anchor time point 
and can be represented through the structure 〈atp, 〈O W , W W , P W 〉〉, where atp is a (anchor) time point.

Another significant distinction, which can substantially impact prediction outcomes and is independent of the classifica-
tion into anchored or unanchored time windows, is between (i) fixed-length and (ii) variable-length time windows. In this 
context, the three windows can be of fixed length, implying no constraints on the temporal position of the data within the 
window or of variable length, concluding with the last time point associated with the data to be considered in the window. 
In the variable-length case, the waiting window can start before the maximum span allowed for the observation window. 
For example, suppose to consider a 3-window framework of 6 hours for the OW, 2 hours for the WW, and 8 hours for the 
PW, involving three different temporal measures: heart rate, SPO2, and drug. We might specify that valid times for heart 
rate, SPO2, and drug must fall within 6 hours. However, if the three measures conclude before the sixth hour, we might 
consider starting the Waiting Window even before the 6-hour delay from the valid time of heart rate. Consequently, the 
Prediction Window may also need to be anticipated.

For the sake of simplicity, we assume here that all the different time windows meet in time. Actually, the waiting window 
is a way of representing a gap between observation and prediction windows. Definitions 1 and 2 may be straightforwardly 
7
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extended to consider gaps inside observation and prediction windows, to be able, for example, to represent periodic time 
spans.

4.2. A multi-temporal relational model and its connection to the temporal framework

Let us introduce the concept of multi-temporal relation. Informally, a multi-temporal relation is characterized by multiple 
valid times. Each tuple of such relation represents a piece of history of a given entity, through the values of attributes 
holding at different (valid) times. A set of attributes of such relation allows the (optional) identification of the considered 
entities (e.g., a patient, an employee) and their characterization. Any other attribute of such relation is associated with a 
specific valid time.

Let

• A be a finite set of attribute names A = {A1, A2, . . . , Az, . . .},
• VT a finite set of valid time attribute names VT = {V T1, . . . , V Ti, . . . , V Tm, V Tm+1, . . . , }
• D a finite set of domains each of them containing atomic values for attributes.
• T ∈D be the (discrete) time domain.
• Dom : A ∪ VT → D is the mapping, which defines the domain of each attribute, where Dom(V Ti) = T for each 

V Ti ∈VT

Definition 3 (Multi-temporal relation (mt-relation)). A multi-temporal relation mtr is a relation with schema W T where W ⊆
A and T = {V T1, . . . , V Ti , . . . , V Tk , V Tk+1, . . . , V Tk+n} ⊆VT are k + n ordered valid time attributes. A relation mtr is a 
set of tuples composed of values of domains Dom(Ai) for any Ai ∈ W , and of domain T for any V Ti ∈ T .

For a multi-temporal relation schema, a mapping Vtime : T → 2W allows us to specify the attribute subset associated 
with a specific valid time. For such mapping, it holds

• Vtime(V Ti) �= ∅ for any V Ti
• Vtime(V Ti) ∩ Vtime(V T j) = ∅ for any i, j with i �= j

The (possibly empty) set Z ⊆ W , Z = W −
k+n⋃
i=1

Vtime(V Ti) contains attributes not associated to any valid time attribute.

Valid time attribute set T is an ordered set, where V T1 < V T2 < . . . < V Ti < . . . < V Tk < . . . < V Tk+n
For any relation mtr it holds V Ti < V T j ⇔ ∀t ∈ mtr(t[V Ti] < t[V T j]) for 1 ≤ i < j ≤ k + n

As part of the novelty of our approach, a multi-temporal relation is a special kind of attribute timestamped relation, 
according to the terminology of temporal database community [68]. It may be considered as a suitable data structure for 
history-oriented data analysis, obtained from point-based temporal relations. Indeed, by explicitly specifying the association 
of attributes with (ordered) valid times, we can represent sequences of attribute values holding at different time points. 
With respect to other proposals dealing with attribute timestamped relations, in our proposal a multi-temporal relation is 
still in first normal form, as their attributes have all atomic values, and does not satisfy the tuple homogeneity, i.e., valid 
times of different attributes correspond to different time points [38].

Example 1. View PatientHistory depicted in Table 1 represents an mt-relation with 4 valid times, where V T V S <

V T Sp O 2 < V T Drug < V T AK I and Vtime(V T V S ) = {H R, B P }, Vtime(V T Sp O 2 ) = {Sp O 2}, Vtime(V T Drug) = {Drug}, and 
Vtime(V T AK I ) = {AK I}.

Definition 4 (Temporal Attribute Patterns (TAPs)). Given a multi-temporal relation schema W T , a Temporal Attribute Pattern 
(TAP) ℵ ⊆ W is any subset of W . Given two TAPs ℵ1, ℵ2 we say that ℵ1 < ℵ2 iff

∀A ∈ ℵ1 ∀B ∈ ℵ2 (A ∈ Vtime(V T A) ∧ B ∈ Vtime(V T B)) =⇒ V T A < V T B

As we will discuss in the following, the main idea here is to propose a general framework allowing the definition of 
“specialized” functional dependencies. These dependencies have an antecedent consisting of a set of attributes known as 
observed attributes, ordered according to the corresponding valid times, and a consequent defined as the predicted attributes. 
To differentiate these attribute roles, we introduce an appropriate partition of attributes, as per the subsequent definition.

Definition 5 (Prediction-oriented partition of mt-relation valid times). Given a multi-temporal relation mtr with schema W T , 
where W ⊆A and T ⊆VT , attributes in T are partitioned in two sets O, for observation-related valid times, and P, for 
prediction-related valid times, where it holds

∀ V To, V T p((V To ∈O∧ V T p ∈P) =⇒ ∀t ∈ mtr(t[V To] < t[V T p]))

8
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In the following we assume that O ≡ {V T1, V T2, . . . , V Tk}, while P ≡ {V Tk+1, . . . , V Tk+n}. To explicitly distinguish, 
observation-related and prediction-related valid times and associated attributes, we use overlined names for observation-
related valid times, attributes and attribute sets, and underlined names for prediction-related valid times, attributes, 
and attribute sets, respectively. Thus, the generic multi-temporal schema composed by attributes W T will have W =
Z A

1
B

1
. . . C

i
A

i
. . . F

k
D1 . . . Gi . . . En and the corresponding valid times T = {V T

1
, . . . , V T

i
, . . . V T

k
, V T 1, . . . , V T n}. According 

to this notation, U
i ≡ Vtime(V T

i
) for any V T

i ∈O and U i ≡ Vtime(V T i) for any V T i ∈P.

Example 2. The relation view depicted in Table 2 considers attributes according to the introduced notation. More precisely, 
in this case O ≡ {V T

1
, V T

2
, V T

3}, P ≡ {V T 1}, and U
1 = {HR

1
, BP

1}, U
2 = {Sp O 2

2}, U
3 = {Drug

3}, and U 1 = {AK I1}.

Given a multi-temporal relation mtr, our current focus is on determining which tuples are considered “fine” or “con-
tained” within a specified time frame. Specifically, we aim to identify tuples where the first k valid times are within the 
observation window O W , and the last n valid times fall within the prediction window P W . We will refer to these tuples 
as being “consistent” with the given time frame.

In the following, we will introduce different kinds of time-frame consistency, mainly considering both the partial contain-
ment of some valid times in the observation window and other different requirements for the observation window. Indeed, 
as for the first aspect, we may be interested in verifying the partial/complete containment of the first k-valid times within 
the given O W . As for the second aspect, we may consider either fixed- or flexible-length O W s, which end at the last valid 
time we have to consider in the given O W .

Definition 6 (Time-frame tuple consistency with range and modality). Given a tuple t of a multi-temporal relation mtr with 
schema W T , where W ⊆A and T ⊆VT , a (either anchored or unanchored) time frame α we say that t is time-frame 
consistent with α according to modality m ∈ {‘flex′, ‘fixed′} in the ranges [o1, o2] and [p1, p2], where 1 ≤ o1 < o2 ≤ k and 
1 ≤ p1 < p2 ≤ n, respectively, if formula �(t, α, m, [o1, o2], [p1, p2]) holds.

Formula �(t, α, m, [o1, o2], [p1, p2]) is defined according to the following cases:

• �(t, α, ‘fixed′, [o1, o2], [p1, p2]) ≡ t[V T
o2 ] − t[V T

o1 ] ≤ O W ∧ t[V T p1
] − t[V T

o1 ] > O W + W W ∧ t[V T p2
] − t[V T

o1 ] <
O W + W W + P W
–if the time frame is unanchored–, or

• �(t, α, ‘fixed′, [o1, o2], [p1, p2]) ≡ t[V T
o1 ] ≥ atp ∧ t[V T

o2 ] − t[V T
o1 ] ≤ atp + O W ∧ t[V T p1

] − t[V T
o1 ] > atp + O W +

W W ∧ t[V T p2
] − t[V T

o1 ] < atp + O W + W W + P W
–if the time frame is anchored–, or

• �(t, α, ‘flex′, [o1, o2], [p1, p2]) ≡ t[V T
o2 ] −t[V T

o1 ] ≤ O W ∧t[V T p1
] −t[V T

o2 ] > W W ∧t[V T p2
] −t[V T

o2 ] < W W + P W
–if the time frame is unanchored–, or

• �(t, α, ‘flex′, [o1, o2], [p1, p2]) ≡ t[V T
o2 ] ≥ O W s ∧ t[V T

o2 ] − t[V T
o1 ] ≤ atp + O W ∧ t[V T p1

] − t[V T
o1 ] > atp + O W +

W W ∧ t[V T p2
] − t[V T

o2 ] < atp + O W + W W + P W
–if the time frame is anchored–

4.3. Defining predictive FDs

The overall idea is now to temporally characterize functional dependencies for the introduced multi-temporal relational 
model. We consider for the attribute set X those attributes related to “past” properties, while attributes Y would be those 
attributes related to “future” properties. “Past” and “future” values are evaluated according to a given time-frame consistency.

Definition 7 (Predictive Functional Dependency (PFD)). Given an mt-relation schema MTR(Z U
1

U
2
. . . , Uk

U 1, . . ., Un ∪ {V T
1
,

V T
2
, . . . , V T

k
, V T 1, . . . , V T n}), a time frame, which can be either a uTF or an aTF , and a modality m ∈ {‘flex′ , ‘fixed′}, a 

Predictive Functional Dependency is expressed as:

ℵ −−→
α,m

�

where

• ℵ ≡ X P
h

Q
i
. . . R

j
is an observation TAP, with P

h ⊆ U
h

, Q
i ⊆ U

i
, . . . , and 1 ≤ h < i < . . . < j ≤ k

• � ≡ P d Q
f
. . . R g is a prediction TAP, with Pd ⊆ U d , Q

f
⊆ U f , . . . , and 1 ≤ d < f < . . . < g ≤ n

• ℵ < �, according to Definition 4.

A PFD holds on a mt-relation mtr with schema MTR in a timeframe TF with modality m, with an extended valid time range
(denoted as mtr |=E

α,m ℵ −→ �) iff
9
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Table 2
A TF-view, subset of view PatientHistory, depicted in Table 1 (with the attributes suitably renamed).

# Patient Division H R
1

B P
1

V T
1

Sp O 2
2

V T
2

Drug
3

V T
3

AK I1 V T 1

1 Daisy ICU High Hypo 19 Low 21 Aspirin 23 False 28
2 Daisy CardioICU Low Hypo 2 High 4 Aspirin 6 False 18
3 Daisy CardioICU Low Hypo 2 Medium 5 Aspirin 6 False 12
4 Daisy CardioICU Medium Normo 5 Medium 7 Indapamide 9 False 18
5 Luke ICU Low Hyper 7 High 8 Ibuprofen 12 True 17
6 Luke ICU Low Hyper 7 High 8 Ibuprofen 12 True 21
7 Luke ICU Medium Hyper 9 High 13 Sulindac 14 True 19
8 Luke ICU Medium Hyper 9 High 13 Sulindac 14 True 21
10 Stevie STICU High Hyper 1 Low 2 Aspirin 5 False 12
11 Stevie STICU High Hyper 1 Low 2 Aspirin 5 False 10
12 Stevie STICU High Hyper 1 Low 2 Indapamide 7 False 10
36 Stevie STICU Medium Hyper 4 Medium 7 Metolazone 8 True 14

∀t, t′ ∈ mtr((t[ℵ] = t′[ℵ] ∧ �(t,α,m, [1,k], [1,n]) ∧ �(t′,α,m, [1,k], [1,n])) → t[�] = t′[�])
A PFD holds on a mt-relation mtr with schema MTR in a timeframe TF with modality m, with a restricted valid time range

(denoted as mtr |=R
α,m ℵ −→ �) iff

∀t, t′ ∈ mtr((t[ℵ] = t′[ℵ] ∧ �(t,α,m, [h, j], [d, g]) ∧ �(t′,α,m, [h, j], [d, g])) → t[�] = t′[�])

Extended and restricted valid time ranges allow the specification of different criteria to be used when evaluating whether 
a tuple is consistent or not with a specific time frame in the process of checking a given PFD. Indeed, with the extended time 
range, all the attribute values of the tuple have to be contained in the observation and prediction windows, respectively. 
On the other hand, with the restricted time range, only values of those attributes appearing in the PFD are required to be 
contained in the proper time window.

According to the previous definition, it is straightforward to observe that the given PFD has to hold, by considering only 
a subset of mtr, compose by tuples consistent with the considered time frame, the modality, and the range. Such a subset 
is named after time-frame relation view.

Definition 8 (Time-frame relation view with range and modality (TF-view)). Given a multi-temporal relation mtr with schema 
W T , where W ⊆ A and T ⊆ VT , a (either anchored or unanchored) time frame TF , a modality m ∈ {‘flex′, ‘fixed′}, 
and ranges [o1, o2], [p1, p2], where 1 ≤ o1 < o2 ≤ k and 1 ≤ p1 < p2 ≤ n, a TF-view w ⊆ mtr is defined as w =
TFv(mtr, α, m, [o1, o2], [p1, p2]) ≡ {t | t ∈ mtr ∧ �(t, α, m, [o1, o2], [p1, p2])}

According to this definition, it is straightforward to observe that the specified ranges [o1, o2], [p1, p2] are closely con-
nected with the valid time range we consider for PFDs.

Indeed, we may reformulate the previous definition by saying, for example, that a PFD holds on an mt-relation mtr with 
schema MTR in a timeframe TF with modality m, with a restricted valid time range (denoted as mtr |=R

α,m ℵ −→ �) iff

∀t, t′ ∈ TFv(mtr,α,m, [h, j], [d, g])(t[ℵ] = t′[ℵ] → t[�] = t′[�])

Example 3. Let us consider the relation depicted in Table 2, which contains a TF-view derived from PatientHistory
discussed in Section 3, with suitably renamed attributes. The considered time frame is defined with α = 〈6, 2, 10〉, m =
‘fixed′ . According to this time frame, tuple 9 of PatientHistory, depicted in Table 1, does not belong to the TF-view. 
It is straightforward to observe that the PFDs B P

1
, Sp O 2

2 −−→
α,m

AK I1 and Drug
3 −−→

α,m
AK I1 hold. On the other side, PFDs 

B P
1 −−→

α,m
AK I1 and Sp O 2

2 −−→
α,m

AK I1 do not hold.

Hereinafter, we will consider a time frame α = 〈6, 2, 10〉, m = ‘fixed′ , an extended valid time range, a projection on 
the attributes of the considered TF-view, with the single attribute Patient not associated to a valid time, a single attribute 
associated to each valid time, and a single attribute as prediction TAP, for the examples we will discuss.

5. Error measures for predictive functional dependencies

During the extraction process of predictive functional dependencies from a generic multi-temporal relation, we have to 
address various aspects.

Firstly, we need to isolate the tuples that match a specified modality and valid time range, with the considered temporal 
framework consisting of observation, waiting, and prediction windows. These tuples assemble a time-frame relation view.
10
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Secondly, a PFD could be valid only for a subset of tuples of the time-frame relation view. In this case, we have to examine 
the approximation concept. We need to assess whether such a subset is appropriate in the context of the prediction task 
supported by the given PFDs. Namely, we expect that a PFD f should be fulfilled by most tuples within the time-frame 
relation view w . A minor fraction of tuples within w is permitted to deviate from the specified dependency.

In this regard, we discuss some error measures, which analyze different aspects. We’ve started considering one of the 
measures proposed in [27] G3, a measure related to the number of tuples that violate the PFD. Connected to this, we define 
G3(v) that identifies the number of tuples associated with a tuple value v , deleted from the initial set of tuples in w .

Hereinafter, we will mainly focus, without losing generality, on the extended valid time range, i.e., considering ranges 
[1, k], [1, n] for observation and prediction-related attributes. All the following definitions apply also when considering the 
restricted valid time range.

Formally, given a TF-view w ⊆ mtr, the initial error measure G3 focuses on the count of tuples within w that must be 
deleted to achieve a relation s where the specified predictive functional dependency is satisfied [27]. In our context, it is 
expressed as:

Definition 9 (Error measure G3). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with schema W T , 
and a PFD ℵ −−→

α,m
�, and any relation s ⊆ w , such that s |=E

α,m ℵ −→ �, the error measure G3 is expressed as:

G3 = |w| − |s|
The related scaled measure g3 is defined as:

g3 = G3

|w|
In the prediction context, evaluating how many tuples we lost associated with a specific value v of � could be interesting. 

This estimation allows us to understand how predictive the given APFD is for a specific value. And consequently, how 
significant our dependence is. For this reason, we introduce the new error measure pG3(v), formally defined as in the 
following.

Definition 10 (Predictive Error measure pG3(v)). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with 
schema W T , a PFD ℵ −−→

α,m
� and any relation s ⊆ w , such that s |=E

α,m ℵ −→ �, the error measure pG3(v) is expressed as:

pG3(v) = |{t | ∃t ∈ w ∧ t[�] = v}| − |{t | ∃t ∈ s ∧ t[�] = v]}|
The related scaled measure is expressed as:

pg3(v) = G3(v)

|{t | ∃t ∈ w ∧ t[�] = v]}|
A global predictive error measure may be defined by considering all the possible pG3(v) as in the following.

Definition 11 (Global Predictive Error measure pG3). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr
with schema W T , a PFD ℵ −−→

α,m
� and any relation s ⊆ w , such that s |=E

α,m ℵ −→ �, the error measure pG3 is expressed as:

pG3 = max
v∈{t[�] | ∃t∈w}

{pG3(v)}

while the related scaled measure is expressed as: pg3 = maxv∈{t[�] | ∃t∈w}{pg3(v)}

Example 4. Considering the TF-view in Table 3, the PFD H R
1
, Sp O 2

2 −−→
α,m

AK I1, is not satisfied because of tuples 4 and 36, 

and of tuples 2, 5, and 6. A first option for having such PFD satisfied would be to delete tuples 2 and 4 (or 36). In this case, 
g3 = 2/9. A second option would consist of deleting tuples 4 (or 36), 5, and 6. In this case, g3 would be 3/9. Let us now 
consider pG3(‘False’) and pG3(‘T rue’), respectively: if we delete tuples 2 and 4, pG3(‘False’) = 2/6 and pG3(‘T rue’) = 0/3; 
if we delete tuples 2 and 36, pG3(‘False’) = 1/6 pG3(‘T rue’) = 1/3; if we delete tuples 5, 6 and 4, pG3(‘False’) = 1/6 and 
pG3(‘T rue’) = 2/3; if we delete tuples 5, 6, and 36, pG3(‘False’) = 0/6 and pG3(‘T rue’) = 3/3.

We then introduce three other error measures. We identify a first issue focused on the number of entities we accept 
to discard for the sake of a predictive functional dependency. The error measure H3 permits the disregard of entities’ data 
with a very low number of tuples [31]. This error measure helps to mitigate potential noise introduced into our dataset by 
such entities. We formally define this measure as follows:
11



B. Amico, C. Combi, R. Rizzi et al. Information and Computation 301 (2024) 105228
Table 3
A simplified TF-view, with only a single atemporal attribute and one attribute for each valid time.

# Patient H R
1

V T
1

Sp O 2
2

V T
2

Drug
3

V T
3

AK I1 V T 1

1 Daisy High 19 Low 21 Aspirin 23 False 28
2 Daisy Low 2 High 4 Aspirin 6 False 18
3 Daisy Low 2 Medium 5 Aspirin 6 False 12
4 Daisy Medium 5 Medium 7 Indapamide 9 False 18
5 Luke Low 7 High 8 Ibuprofen 12 True 17
6 Luke Low 7 High 8 Ibuprofen 12 True 21
10 Stevie High 1 Low 2 Aspirin 5 False 12
11 Stevie High 1 Low 2 Aspirin 5 False 10
36 Stevie Medium 4 Medium 7 Metolazone 8 True 14

Definition 12 (Error measure H3). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with schema W T , 
a PFD ℵ −−→

α,m
�, and any relation s ⊆ w , such that s |=E

α,m ℵ −−→
α,m

�, the error measure H3 is expressed as1:

H3 = |{t[Z ] | ∃t ∈ w}| − |{t[Z ] | ∃t ∈ s}|

The related scaled measure h3 is defined as:

h3 = H3

|{t[Z ] | ∃t ∈ w}|

Example 5. Considering the TF-view in Table 3, the PFD H R
1
, Sp O 2

2 −−→
α,m

AK I1, is not satisfied because of tuples 4 and 36, 

and of tuples 2, 5, and 6. A first option for having such PFD satisfied would be to delete tuples 2 and 4 (or 36). In this 
case, all the entities, i.e., patients, of the mt-relation would still be represented, and, thus, h3 = 0. A second option could be 
deleting tuples 4 (or 36), 5, and 6. In this case, Luke’s tuples would disappear completely, and thus h3 would be 1/3.

We describe a second issue focused on the number of tuples for each entity we accept to discard to satisfy the predictive 
functional dependency. We formalize an error called J3. It ensures the maintenance of enough “consistent” information for 
each entity. We formally define this error measure as follows:

Definition 13 (Error measure J3). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with schema W T , a 
PFD ℵ −−→

α,m
�, and any relation s ⊆ w , such that s |=E

α,m ℵ −−→
α,m

�, the error measure J3 is expressed as in the following.

Let w[v] ≡ {t | t ∈ w ∧ t[Z ] = v} and s[v] ≡ {t | t ∈ s ∧ t[Z ] = v}, then

J3 = max
(v∈{t[Z ]|t∈s})

{|w[v]| − |s[v]|}

The related scaled measure j3 is defined as follows:

j3 = max
(v∈{t[Z ] | t∈s})

{
|w[v]| − |s[v]|

|w[v]|

}

Example 6. Considering the mt-relation in Table 4, the PFD H R
1
, SpO2

2 −−→
α,m

AK I1 would hold if we accept to delete tuples 

1, 5, and 6. Thus, for entity, i.e., patient, Daisy we delete one tuple over 4, while for Luke we delete two tuples over 4. Thus, 
j3 is 0.5.

Besides the error measures previously defined that refer to tuples of w deleted for obtaining s, we may also consider 
the (tuple) values of the observation TAP ℵ we lose from w to s, associated with a specific (tuple) value of the prediction 
TAP �.

Definition 14 (Error measure K3(v)). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with schema 
W T , a PFD ℵ −−→

α,m
�, and any relation s ⊆ w , such that s |=E

α,m ℵ −−→
α,m

�, the error measure K3(v) is expressed as in the 

following.

1 The introduced definition considers for simplicity the overall attribute set Z .
12
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Table 4
The TF-view, corresponding to data depicted in Table 1 for PatientHistory.

# Patient H R
1

V T
1

Sp O 2
2

V T
2

Drug
3

V T
3

AK I1 V T 1

1 Daisy High 19 Low 21 Aspirin 23 False 28
2 Daisy Low 2 High 4 Aspirin 6 False 18
3 Daisy Low 2 Medium 5 Aspirin 6 False 12
4 Daisy Medium 5 Medium 7 Indapamide 9 False 18
5 Luke Low 7 High 8 Ibuprofen 12 True 17
6 Luke Low 7 High 8 Ibuprofen 12 True 21
7 Luke Medium 9 High 13 Sulindac 14 True 19
8 Luke Medium 9 High 13 Sulindac 14 True 21
10 Stevie High 1 Low 2 Aspirin 5 False 12
11 Stevie High 1 Low 2 Aspirin 5 False 10
12 Stevie High 1 Low 2 Indapamide 7 False 10
36 Stevie Medium 4 Medium 7 Metolazone 8 True 14

Let s(v) ≡ | {t[ℵ] | ∃ t ∈ s ∧ t[�] = v} | and w(v) ≡ | {t[ℵ] | ∃ t ∈ w ∧ t[�] = v} |.
K3(v) ≡ w(v) − s(v)

The related scaled measure is defined as follows

k3(v) ≡ w(v) − s(v)

w(v)

According to Definition 14, it is straightforward to observe that 
∑

v∈{t[�] | ∃ t∈w} w(v) ≥ ∑
v∈{t[�] | ∃ t∈w} s(v).

Even in this case, a global error measure K3 may be defined by considering all the possible K3(v) as in the following.

Definition 15 (Global Error measure K3). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an mt-relation mtr with schema 
W T , a PFD ℵ −−→

α,m
� and any relation s ⊆ w , such that s |=E

α,m ℵ −→ �, the error measure K3 is expressed as:

K3 = max
v∈{t[�] | ∃t∈w}

{K3(v)}

while the related scaled measure is expressed as:

k3 = max
v∈{t[�] | ∃t∈w}

{k3(v)}

Example 7. Considering again the TF-view in Table 3, the PFD H R
1
, Sp O 2

2 −−→
α,m

AK I1, is not satisfied because of tuples 1, 8, 

and 9, and of tuples 2, 3, 5, and 6. If we delete tuples 2, 3, and 8, k3(T rue) = 1/3 and k3(False) = 2/6. Thus, k3 = 1/3.

6. Deriving approximate predictive functional dependencies

From the previous Section 5, we learn that violating tuples are used to calculate an error measure. If this error is less 
than or equal to a given threshold ε, the predictive functional dependency ℵ ε−−→

α,m
� is approximately satisfied on s. We 

formally introduce the concept of Approximate Predictive Functional Dependency as follows:

Definition 16 (Approximate Predictive Functional Dependency (APFD)). Given a TF-view w = TFv(mtr, α, m, [1, k], [1, n]) of an 
mt-relation mtr with schema W T , w fulfills the APFD

ℵ ε−−→
α,m

�

written w |=E
α,m ℵ ε−→ �, where ε ∈ 2E , and E ≡ {εg , εpg, εh, ε j, εk} if a relation s ⊆ w exists such that: {t[�] | ∃t ∈ s} =

{t[�] | ∃t ∈ w} and s |=E
α,m ℵ → � with g3 ≤ εg , if εg ∈ ε; pg3 ≤ εpg if εpg ∈ ε; . . .; and k3 ≤ εk , if εk ∈ ε. In other words, 

εg , εpg, εh, ε j, εk are the maximum acceptable errors defined by the user for g3, pg3, h3, j3, and k3, respectively.

As an APFD is inherently relevant towards ‘prediction’, in the definition, we may observe, besides the ‘approximation’-
related part considering the acceptable errors, the specific requirement that relations s and w have the same set of 
‘predicted’ values of attributes �.

APFDs are thus able to mine temporal data, to extract predictive data dependencies. With respect to other AI-based 
approaches toward prediction, the main differences of APFDs are:
13
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Table 5
A TF-view, where H R

1
, Sp O 2

2 ε−−→
α,m

AK I1 holds with εg = 0.5, εh = 0.2, ε j = 0.6 and with εg = 0.5, 
εh = 0.4, ε j = 0.4.

# Patient H R
1

V T
1

Sp O 2
2

V T
2

Drug
3

V T
3

AK I1 V T 1

1 Daisy High 19 Low 21 Aspirin 23 False 28
2 Daisy Low 2 High 4 Aspirin 6 False 18
3 Daisy Low 2 Medium 5 Aspirin 6 False 12
4 Daisy Medium 5 Medium 7 Indapamide 9 False 18
5 Luke Low 7 High 8 Ibuprofen 12 True 17
6 Luke Low 7 High 8 Ibuprofen 12 True 21
7 Luke Medium 9 High 13 Sulindac 14 True 19
8 Luke Medium 9 High 13 Sulindac 14 True 21
10 Stevie High 1 Low 2 Aspirin 5 False 12
11 Stevie High 1 Low 2 Aspirin 5 False 10
12 Stevie High 1 Low 2 Indapamide 7 False 10
13 Stevie High 1 Low 2 Indapamide 7 True 10
14 Stevie High 1 Low 2 Indapamide 7 True 12
15 Stevie High 1 Low 5 Indapamide 7 True 11
17 Stevie High 1 Low 5 Indapamide 7 True 10
18 Stevie Low 1 Medium 6 Indapamide 7 True 10
36 Stevie Medium 4 Medium 7 Metolazone 8 True 14

• APFDs do not learn from data, as they only represent temporal dependencies existing in the data. Thus, partitioning the 
considered dataset into training, test, and validation data is not meaningful. Similarly, using precision, recall, AUC, and 
other error metrics for evaluating APFDs is out of scope. Indeed, in this case, there is no ground truth to use for some 
kind of comparison.

• As a complement to the previous comment, APFDs are not able to provide any kind of prediction for attribute values not 
appearing in the given dataset. The strength of APFDs is in discovering predictive temporal patterns in the existing data.

Example 8. In this example, we show the use of three error measures: g3, h3, j3. Suppose that our final goal is to preserve 
at least the 50% of the tuples (εg = 0.5), the 80% of the patients (εh = 0.2), and the 40% of the tuples for each patient 
(ε j = 0.6). In Table 5, the PFD H R

1
, Sp O 2

2 ε−−→
α,m

AK I1 is satisfied by considering a (sub)instance s discarding tuples 1, 2, 3, 

4, 10, 11, 12. Thus, in this case, g3 = 7/17, h3 = 1/3, as all tuples of Daisy are discarded, and j3 = 3/9 as we delete tuples 
of Stevie, besides those of Daisy. It is easy to see that g3 < εg , h3 > εh , while j3 < ε j . On the other side, if we consider the 
instance s′ , by deleting tuples 1, 2, 10, 11, 12, 18, and 36, we would observe that the PFD is still satisfied, while g3 = 7/17, 
h3 = 0, and j3 = max{2/4, 5/9} = 5/9. In this case, all the errors are below or equal to the given thresholds. Thus, we can 
say that w |=E

α,m H R
1
, Sp O 2

2 ε−→ AK I1 with ε ≡ 〈0.5, 0.2, 0.6〉.
If we set the error thresholds as εg = 0.5, εh = 0.4, and ε j = 0.4 (mainly we accept to discard some more patients, but 

we increase the number of tuples per patient we want to preserve), we can observe that s |=E
α,m H R

1
, Sp O 2

2 → AK I1, while 
s′ �|=E

α,m H R
1
, Sp O 2

2 → AK I1. Thus, w |=E
α,m H R

1
, Sp O 2

2 ε−→ AK I1 also with ε ≡ 〈0.5, 0.4, 0.4〉.

As we are interested in finding the minimum predictive attribute set, we introduce the definition of a minimal APFD, 
described as:

Definition 17 (Minimal APFD). An APFD ℵ ε−−→
α,m

is minimal for w , if w |=E
α,m ℵ ε−→ � and ∀ ℵ ⊂ ℵ we have that w �|=E

α,m ℵ ε−→ �.

Minimal APFDs provide the most compact representation of the existing dependencies.

Example 9. Considering the mt-relation w depicted in Table 5, it is straightforward to observe that the following two APFDs 
hold for ε ≡ 〈0.35, 0.4, 0.4〉 and are minimal.

w |=E
α,m H R

1
, SpO2

2 ε−→ AK I1

w |=E
α,m Drug

3 ε−→ AK I1

As for the minimality of the first APFD, both SpO2
2 ε−−→

α,m
AK I1 and H R

1 ε−−→
α,m

AK I1 cannot satisfy the first threshold, i.e., 
g3 ≤ 0.35.

As a final property of APFDs, it is straightforward to prove that

w |=E
α,m ℵ ε−→ �1 and w |=E

α,m ℵ ε−→ �2 does not imply w |=E
α,m ℵ ε−→ �1�2.
14
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6.1. Algorithmic issues of deriving an APFDs

It is well known that the complexity of deriving AFDs is exponential in the number of attributes [71,20]. As for data 
complexity, different approaches can be taken when considering algorithms that allow one to check whether a TF-view 
fulfills a given APFD. In general, as proved in [31], even considering only errors g3 and h3, the problem of checking an 
APFD with respect to a TF-view is NP-hard. More specifically, we reduced the problem in hand to a general 3SAT problem, 
showing that checking an APFD considering all the three thresholds belongs to the class NP .

Algorithm 1: DeterministicADC.
Input: a TF-view w , a given PFD ℵ →� and three real numbers εg3 , εh3 , and ε j3 in [0, 1]
Output: a relation s ⊆ w s.t. s |= ℵ → �, g3(w, s) ≤ εg3 , h3(w, s) ≤ εh3 , j3(w, s) ≤ ε j3

� Prepare data for an initial call according to epsilons
1 begin
2 del ← �εg3 |w|�
3 count ← �εh3 |{t[Z ]|t ∈ w}|�
4 for z ∈ {t[Z ]|t ∈ w}: do
5 thresholds[z] ← �ε j3 |{t : t[Z ] = z}|�
6 s ← RecADC(w, ℵ → �, del, count, thresholds)
7 if {t[�]|t ∈ w} = {t[�]|t ∈ s} then
8 return s

9 return fail

10 Function RecADC(w, ℵ → �, del, count, thresholds):
� This is the last recursive call before success

11 if w = ∅ then
12 return ∅
13 let v ∈ {t[ℵ]|t ∈ w}

� For each value of �
14 for v ∈ {t[�] : t ∈ w} do

� del_tuples: tuples removed according to selection
15 del_tuples ← {t|t ∈ w ∧ t[ℵ] = v ∧ t[�] �= v}
16 s ← {t|t ∈ w ∧ t[ℵ] = v ∧ t[�] = v}
17 out ← {}
18 for z ∈ {t[Z ]|t ∈ del_tuples} do
19 thresholds′[z] ← thresholds[z] − |{t|t[Z ] = z ∧ t ∈ del_tuples}|
20 if thresholds′[z] < 0 then
21 out ← out ∪ {z}

� out: the z groups that must disappear, since their tuples passed below the threshold ε j3 in the 
current state

22 if count − |out| ≥ 0 then
� count′: represent the z groups still to be considered

23 count′ ← count − |out|
24 del_tuples ← del_tuples ∪ {t : t ∈ w ∧ ∃z(t[Z ] = z ∧ z ∈ out)}
25 if del − |del_tuples| ≥ 0 then

� If the final test succeeds, we proceed with the recursive call on the updated values
26 del′ ← del − |del_tuples|
27 w ′ ← w \ (del_tuples ∪ s)
28 s′ ← RecADC(w ′, del′, count′, thresholds′)
29 if s′ �= fail then
30 return s ∪ s′

31 return fail

Algorithm 1 provides the pseudo-code of the deterministic algorithm that stops the analysis of a relation, as soon as 
it verifies that the relation cannot satisfy the given APFD. It is a generalization and a refinement of the algorithm we 
proposed in [31], to manage possibly many and multivalues predicted attributes, by considering the refined definition of 
APFD. The general idea of this algorithm is to search for a solution considering one tuple at a time until it is possible to 
generate a solution that satisfies the selected thresholds. Throughout the code, w is the entire TF-view. del, count, thresholds
represent the counters that control the errors. del counts the number of remaining tuples, count controls the number 
of remaining entities, and thresholds verifies the number of remaining tuples for each entity. After a trivial check about 
the (non) emptiness of w , for each value v taken by the observation TAP ℵ, we try one value for TAP � and verify the 
dependency; if it fails, we try the second value for � and verify the dependency, and so on. If all the choices fail, then 
the algorithm fails. Inside the body of the loop starting at line 14 of Algorithm 1 we check a candidate value v for �
to be assigned as the consequent for the current value v of ℵ. This amounts of guessing that all the tuples t ∈ w with 
t[ℵ�] = v v will be kept in the final instance s ⊆ w . Such a guess unambiguously determines both a set s of tuples that 
15
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will be kept in the final solution (line 16) and a set del_tuples of tuples that will not belong to the final solution (lines 15
and 24), respectively. In order to reflect such a guess, new thresholds del′ , count′ , and thresholds′ are computed according 
to their old values and the cardinalities |s| and |del_tuples| (lines 19, 23, and 26). More importantly, all tuples in both s
and del_tuples are removed from w (line 27), thus obtaining the new TF-view w ′ , on which the recursive call (line 28) will 
be performed with the updated thresholds. It is worth noticing, that if the recursive call succeeds, it breaks the for-loop of 
line 14 without testing the remaining values of �. This is correct because, in the presence of a successful return from the 
recursive call, we have that the desired solution s has been found. If one of the � values satisfies the thresholds, we update 
the counters, building at every step an intermediate relation s′ , as long as the thresholds are satisfied. After the end of all 
the recursive calls of RecADC(), the main algorithm has only to finally check that s still contains all the values that were 
in w for the predicted attribute(s), as in lines 7 and 8.

The other thresholds, we introduced in Section 5, can be easily embedded in the proposed algorithm, following the 
same approach we considered for g3, h3, and j3, respectively. The proposed algorithm returns a possible set s ⊂ w (if any), 
proving that w satisfies the considered APFD. No maximality for s has been defined, as the threshold is now a vector of 
different values, related to different kinds of errors, and a kind of maximality cannot be easily defined.

Another possible and less computationally expensive strategy may consist of leveraging well-known algorithms checking 
approximate dependencies only considering error g3. As for the first experimental evaluations in [31], we adopted a sub-
optimal solution, on top of the well-known TANE [71] algorithm, a popular approximate functional dependency detection 
algorithm, customizing it to mine only approximate functional dependencies with a fixed consequent, the predicted attribute 
�. Data complexity of TANE is linear in the number of tuples. Given TF-view w and the predicted attribute �, our approach 
was mainly based on the following steps:

• Derive the maximal s by TANE, such that g3 ≤ εg ;
• Check on s that h3 ≤ εh;
• If the previous check is fine, check that j3 ≤ ε j .

This approach allows the extraction of APFDs that are satisfied by w according to the given thresholds. However, it could 
exclude other APFDs that are associated with another s, not maximal, but still satisfying g3 ≤ εg , which could also satisfy 
the other thresholds.

7. Evaluating the informative content of APFDs

Let us now consider a possible approach to evaluate the quality of the derived APFDs. Such approach will be based on 
well-known concepts in Information Theory [72], suitably adapted to functional dependencies.

Given an APFD ℵ ε−−→
α,m

� and a TF-view w which fulfills it according to Definition 16, we define the entropy of � in w , 

denoted as E�(w), as:

E�(w) =
∑

v∈{t[�] | t ∈ w}

|{t | t ∈ w ∧ t[�] = v}|
|w| log2

( |w|
|{t | t ∈ w ∧ t[�] = v}|

)

Example 10. The entropy of AK I1 for w provided in Table 3 is E AK I1
(w) = 0.918.

Under the same premises, we may define the Information Gain of an APFD, denoted by IGℵ→�(w).

Definition 18 (Information Gain of an APFD (IGℵ→�)). Given an APFD ℵ ε−−→
α,m

� and a TF-view w which fulfills it according to 

Definition 16, we define the Information Gain of such an APFD as

IGℵ→�(w) = E�(w) −
∑

v∈{t[ℵ] | t∈w}

|{t | t[ℵ] = v ∧ t ∈ w}|
|w| E�({t | t[ℵ] = v ∧ t ∈ w})

In the context of machine learning, Information Gain is a quite renowned measure, which is mainly used for finding the 
best split in a node of decision tree [73]. Here, we use Information Gain to measure the information content of approximate 
predictive functional dependencies.

It is easy to prove that E�(w) ≥ IGℵ→�(w) for every APFD ℵ ε−−→
α,m

� and every TF-view w .

Example 11. The Information Gain of H R
1

Sp O 2
2

Drug
3 → AK I1 in Table 3 is IG

H R
1

Sp O 2
2

Drug
3→AK I1

(w) = 0.612 while 
IG 1 2 (w) = 0.167.
H R Sp O 2 →AK I1

16
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In this context, Information Gain represents the drop in Entropy for the predicted attribute(s) � in TF-view w , if we have 
information about the value of TAP ℵ. However, if the entropy E�(w) in the current TF-view w is very low, such a drop 
may not be carrying the real informative content made by the ℵ ε−−→

α,m
� under examination.

Example 12. Let us consider an APFD ℵ ε−−→
α,m

�, where � is a single boolean attribute, and a TF-view w for which E�(w) =
0.23, and an Information Gain IGℵ→�(w) = 0.11. We may interpret it as “knowing the values for the attributes in ℵ would 
provide us almost twice the information necessary for determining the value of �, compared to having the information on 
the distribution of � alone”. However, this is not reflected in this case by the related small value of 0.11 for the Information 
Gain.

In the provided example we considered a cardinality |{t[�] | t ∈ w}| = 2, i.e., the binary case. When we consider an 
arbitrary cardinality of {t[�] | t ∈ w}, the Entropy value E� may range from 0 to log2(|{t[�] | t ∈ w}|). It means that we 
lose the desirable property of having values of IGℵ→�(w) between 0 and 1 for cardinalities of � greater than 2. For such 
reasons, we consider the Information Gain Ratio defined as follows:

IG-Rℵ→�(w) = IGℵ→�(w)

E�(w)

It is easy to see that for any cardinality of {t[�] | t ∈ w}, it holds 0 ≤ IG-Rℵ→�(w) ≤ 1.

Example 13. With E�(w) = 0.23 and IGℵ→�(w) = 0.11, we have IG-Rℵ→�(w) = 0.478 which reflects better the (signifi-
cant) drop in entropy for such small starting entropy.

Digging deeper into the predictivity features of APFDs, a low value for E� entails a class-unbalance problem. Let us 
now consider the set s returned by Algorithm 1 which satisfies ℵ → � on w provided, thresholds ε∗ with ∗ ∈ {g3, h3, j3}
(assuming that such s exists.)

Since Algorithm 1 capitalizes on non-determinism to possibly achieve s and the provided thresholds are not aimed to 
preserve class distributions, we may end up with an s ⊆ w for which E�(w) and E�(s) are very different, despite the fact 
that we have checked |w| − |s| via threshold εg3 . Informally speaking, if we consider s from a prediction perspective, we 
may use the set of its induced association rules as an actual classifier: ARℵ→�(s) = {t[ℵ], t[�] | t ∈ s}. If values E�(s) and 
E�(w) are “too much far away” we have two opposite but still undesirable situations: (i) most of the tuples t in w are 
removed, i.e., t ∈ w \ s, when t[�] belong to a one or more among the less represented classes; (ii) a disproportion of tuples 
t in w is removed, when t[�] belong to a one or more among the most represented classes.

Case (i) is a manifestation of the “tyranny of the masses” effect in which valuable informative outliers are crushed in 
order to meet the thresholds. Case (ii) is a manifestation of the “overfitting” effect in which noise is amplified in order 
to meet the thresholds since, in this case, even a significant drop in the cardinalities of the most represented classes is 
counterbalanced by the sheer determination to keep noisy data. Both these cases may be limited by suitably tuning some 
thresholds for error pg3, or the different pg3(v) for any v ∈ {t[�] | t ∈ w}, as discussed in Section 5. Since cases (i) and (ii) 
above are at opposite ends (is a sample of an underrepresented class a noisy or a valuable one?), at first, it may seem to be 
difficult to find a single measure whose value is able to detect simultaneously if we are in one of such cases. Information 
theory helps with a simple, elegant measure. Such a measure is the Kullback-Leibler divergence (KL), which can be declined 
in our context as follows:

KLℵ→�(w, s) =
∑

v∈{t[�] | t∈w}

|{t | t ∈ w ∧ t[�] = v}|
|w| log2

( |s|
|w| · |{t | t ∈ w ∧ t[�] = v}|

|{t | t ∈ s ∧ t[�] = v}|
)

In the context of APFDs, KLℵ→�(w, s) measures the difference in entropy between the original distribution of � in w
and the one in s, that is, the average number of additional bits of information we need if we are transmitting the value 
of � according to its distribution in w using a message encoding built using the distribution of � in s instead. A variant 
of KL, namely J-measure, has been introduced for Association Rule Mining (ARM) in [74] as an auxiliary interestingness 
measure for pruning rules extracted by the standard support/confidence thresholds. Analogously to what we have done for 
information gain, we can scale KLℵ→�(w, s) as follows:

KL-Rℵ→�(w, s) =
{

KLℵ→�(w,s)
E�(w)

if KLℵ→�(w, s) ≤ E�(w);
1 otherwise.

The piece-wise function definition of KL-Rℵ→�(w, s) is needed because, unlike the information gain, KLℵ→�(w, s) may 
in principle exceed the original entropy of E�(w). In this case, we are interested in amplifying the measure when the 
divergence is significant, even for a small value of E�(w). Unlike the information gain, here we are interested in obtaining 
a small value for KL-Rℵ→�(w, s), which indicates that the distribution of � in s resembles the one in w .
17
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Example 14. Let us consider the example of Table 3 and the two APFDs H R
1 → AK I1 and Sp O 2

2 → AK I1. Let us consider 
first H R

1 → AK I1, which has been extracted for some given values for the thresholds, producing a set s discarding tuples 
4, 5, and 6. For such a scenario, we have KL

H R
1→AK I1

(w, s) = 0.08 and KL-R
H R

1→AK I1
(w, s) = 0.13.

As for the second APFD, Sp O 2
2 → AK I1 has been extracted for some given value for the thresholds, producing a set s′

discarding tuples 2 and 36. For such a scenario, we have KL
Sp O 2

2→AK I1
(w, s′) = 0.005 and KL-R

Sp O 2
2→AK I1

(w, s′) = 0.008.

As the two APFDs may have been extracted with similar threshold values, we may conclude that s′ witnessing Sp O 2
2 →

AK I1 has a far better divergence ratio than s, which witnesses H R
1 → AK I1. Finally, if we consider that they have pretty 

similar Information Gain Ratios, i.e., IG-R
H R

1→AK I1
(w) = 0.27 and IG-R

Sp O 2
2→AK I1

(w) = 0.33, the divergence ratio may be 
used for ranking APFDs with similar Information Gain Ratios.

8. Deriving APFDs: an experimental evaluation

In this Section, we provide some results from an experimental evaluation of real-world clinical data. Such clinical infor-
mation is related to the discovery of predictive dependencies, allowing the exploration of temporal patterns of clinical data 
related to following AKI diagnosis, according to the criteria discussed in Section 3.

8.1. System configuration

To mine APFDs in the clinical dataset, we run the tests on a server with 16 cores, 12 GB of RAM, 1TB disk, equipped 
with Ubuntu 18.04, and Postgres 12. We mine the APFDs from the TF-views on a machine with a 2,3 GHz Intel Core i9 8 
core, 16 GB of RAM, equipped with macOS Sonoma 14.0, and Python 3.

8.2. The clinical dataset: MIMIC III

Our proposal has been applied to the clinical domain of the Intensive Care Unit (ICU) using the MIMIC III (Medical 
Information Mart for Intensive Care) dataset, with the aim of finding significant APFDs for the AKI diagnosis. MIMIC III is a 
freely accessible relational database of de-identified patients, hospitalized in the intensive care units at Beth Israel Deaconess 
Medical Center between 2001 and 2012 [39]. MIMIC III database is managed within Physionet, a broad initiative for sharing 
complex heterogenous clinical data and software tools, focusing on the management of biomedical physiological data [75].

The data are associated with more than 46,000 patients and almost 60,000 admissions. The information contained in the 
database includes demographics, vital sign measures (such as heart rate, systolic and diastolic pressures, oxygen saturation, 
and body temperature) registered at the bedside, laboratory test results, administered drugs, medications, and procedures.

8.3. Data preprocessing and transformation

We employed seven tables from the original dataset, subjecting them to an ETL (Extract, Transform, Load) process. The 
reference tables, D_ITEMS and D_LABITEMS, were involved in labeling every measure associated with a patient. Information 
regarding ICU admission, discharge, and age was extracted from PATIENTS and ICUSTAYS. The PRESCRIPTIONS table provided 
details on administered medications, particularly focusing on four categories: diuretics, Non-steroidal anti-inflammatory 
drugs (NSAID), radiocontrast agents, and angiotensin. LABEVENTS contributed information on serum creatinine and urine, 
while CHARTEVENTS supplied data on heart rate, diastolic pressure, and oxygen saturation.

The preprocessing and transformation tasks may be summarized as follows:

• Categorizing numerical values. We stratified numerical variables into “low, medium, high” based on established clinical 
literature.

• Identifying AKI patients. The heaviest preprocessing task was related to identifying AKI patients. Indeed, such diagnosis 
is not stored in the MIMIC III dataset and has been derived by the clinical dataset, according to the clinical criteria 
discussed in Section 3. It is worth noting that such a task is computationally expensive as the criteria for identifying 
AKI patients are inherently temporal and require advanced temporal query specification.

• Building different TF-views, considering different attributes and different time frames. The considered attributes were 
selected according to the knowledge of the specific medical domain deriving from discussions with clinical experts [76].

For the analysis, we considered a time frame characterized by an OW lasting 72 hours, followed by a WW of 12 hours, and 
then a PW of 36 hours. The PW was specifically set to capture the (potential) onset of the illness in accordance with one of 
the KDIGO criteria [66].

Based on the literature [77], we focused on six measures: creatinine, administered drugs, respiratory rate, oxygen satu-
ration, and diastolic blood pressure. Using a cohort of 50.711 patients, we considered three different TF-views:
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Table 6
APFDs obtained from the three TF-views.

APFD εg εh ε j TF-view Algorithm

Creat
1
, Creat

3 → AK I1 27,45% 27% 50% #1 TANE

Creat
1
, Creat

4 → AK I1 27,45% 27% 50% #1 TANE

Creat
1
, Creat

3 → AK I1 27,45% 27% 50% #1 Algorithm 1

Creat
1
, Creat

4 → AK I1 27,45% 27% 50% #1 Algorithm 1

Creat
2
, Creat

3
, Creat

4 → AK I1 27,45% 27% 50% #1 Algorithm 1

Drug
1
, Drug

2
, Drug

4 → AK I1 21% 30% 50% #2 TANE

Drug
1
, Drug

2
, Drug

4 → AK I1 21% 30% 50% #2 Algorithm 1

AdministeredDrug
1
, RespiratoryRate

3 → AK I1 10% 51% 75% #3 TANE

AdministeredDrug
1 → AK I1 10% 51% 75% #3 Algorithm 1

RespiratoryRate
3 → AK I1 10% 51% 75% #3 Algorithm 1

AdministeredDrug
1
, Diastolic Pressure

2 → AK I1 30% 50% 90% #3 TANE

Diastolic Pressure
2
, RespiratoryRate

3 → AK I1 30% 50% 90% #3 TANE

AdministeredDrug
1 → AK I1 30% 50% 90% #3 Algorithm 1

RespiratoryRate
3 → AK I1 30% 50% 90% #3 Algorithm 1

• TF-view #1 involves serum creatinine and employs four observation-related valid times of the same measure. The se-
quence comprises four values of serum creatinine, where each value is the subsequent one (if any) within the specified 
time frame. We identified 2546 subjects (1878 patients without AKI, 668 patients with AKI) with 3839 rows;

• TF-view #2 includes administered drugs. We used four valid times of the same measure to build a sequence of four 
values of a measure, where any value is the next of the preceding one (if any) within the time frame. We identified 
148 subjects (109 patients without AKI, 39 patients with AKI) with 1047 rows;

• TF-view #3 deals with four observation-related valid times, each one related to a different measure (administered drug, 
diastolic blood pressure, respiratory rate, oxygen saturation) with V T

k = V T
k−1 + 1 for k ranging from 2 to 4 within 

the time frame. We obtained 413 subjects (305 patients without AKI, 108 patients with AKI) with 193.173 rows.

8.4. Experiments and results

As for the experiments, we applied the program we implemented, based on Algorithm 1, and focused on the discovery 
of minimal APFDs. Different thresholds for the different TF-views were set. Moreover, we compared our results with those 
obtained through a slightly modified version of TANE, the well-known algorithm for the discovery of (standard) approxi-
mate functional dependencies [71]. The version we used has been adapted as discussed in Section 6 to derive only data 
dependencies having the AKI attribute as consequent and checking the thresholds in a hierarchical way, starting from εg .

In Table 6, we reported some of the main APFDs obtained through the two different algorithms, TANE and Algorithm 1, 
with the corresponding error thresholds. The computational performances are comparable in the order of seconds. In gen-
eral, TANE took a few seconds less than Algorithm 1 to produce the results. This difference corresponds to the fact that the 
complexity of TANE is linear with respect to the number of tuples, while our Algorithm 1 may require exponential time.

Considering the first TF-view, the first two APFDs in Table 6 are derived by both algorithms. The same happens for 
the only dependency derived from the second TF-view. From the first TF-view, our Algorithm 1 derives another APFD 
Creat

2
, Creat

3
, Creat

4 → AK I1. This is due to the fact that our algorithm checks different sets s to find one satisfy-
ing the given APFD. Such s has not to be maximal with respect to a single error threshold. On the other side, TANE 
finds the maximal s with respect to g3. If such a set s does not satisfy the other error thresholds, the considered 
APFD candidate is discarded. Such a hierarchical approach by TANE also explains the results obtained for the third TF-

view. In this case, our algorithm was able to find shorter minimal APFDs such as RespiratoryRate
3 → AK I1 compared to 

Diastolic Pressure
2
, RespiratoryRate

3 → AK I1 derived by TANE.
The last part of the experimental evaluation is related to provide some example of the inherent explainability of our 

proposal. Indeed, after obtaining the relevant APFDs according to specific thresholds, it is possible to analyze the most 
common patterns for values associated with AKI patients (or without AKI) related to the attributes of the derived APFD.

Tables 7, 8 and 9, report the attribute values related to three APFDs, each one derived from a different TF-view, to show 
which are the values corresponding to AKI vs non AKI patients. As we can easily observe, the number of different patterns 
for attribute values is quite different for the three APFDs.

For the first two TF-views, there is only one value combination associated with AK I1 = 1. It could be not surprising as 
the sequence of values for creatinine and drugs may contain many patterns quite generic, appearing in most patients.

In the third TF-view, we have a prevailing value for RespiratoryRate
3

that describes AK I1 = 1.
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Table 7
Value combinations of Creat

2
, Creat

3
Creat

4 → AK I1
with thresholds εg = 27.45%, εh = 27% and ε j = 50%.

Creat
2

Creat
3

Creat
4

AK I1 Count

medium medium medium 0 1510
high high high 0 506
low low low 0 280
medium medium low 0 84
high medium medium 0 78
high high medium 0 63
medium low low 0 63
low medium medium 0 48
medium low medium 0 46
low low medium 0 45
low medium low 0 24
medium high medium 0 14
medium medium high 0 12
medium high high 1 9
high medium high 0 6

Table 8
Value combinations of Drug

1
, Drug

2
Drug

4 → AK I1 with thresh-
olds εg = 21%, εh = 30% and ε j = 50%.

Drug
1

Drug
2

Drug
4

AK I1 Count

diuretics diuretics diuretics 0 270
diuretics diuretics angiotensin 0 74
diuretics angiotensin diuretics 0 66
nsaid diuretics diuretics 0 61
angiotensin angiotensin diuretics 0 60
angiotensin diuretics diuretics 0 57
diuretics angiotensin angiotensin 0 48
angiotensin angiotensin angiotensin 0 44
angiotensin diuretics angiotensin 0 38
nsaid diuretics angiotensin 0 29
angiotensin angiotensin nsaid 0 15
nsaid angiotensin angiotensin 0 13
nsaid angiotensin diuretics 0 12
nsaid diuretics nsaid 0 10
diuretics diuretics nsaid 0 8
angiotensin nsaid angiotensin 0 5
nsaid nsaid diuretics 0 5
angiotensin nsaid diuretics 0 4
diuretics nsaid diuretics 1 4
diuretics angiotensin nsaid 0 2
angiotensin diuretics nsaid 0 1
diuretics nsaid nsaid 0 1
nsaid nsaid nsaid 0 1

Table 9
Values of RespiratoryRate

3 → AK I1 with 
thresholds εg = 10%, εh = 51% and ε j =
75%.

RespiratoryRate
3

AK I1 Count

high 1 188462
medium 0 543
low 0 43

9. Discussion and conclusions

In this paper, we introduced a 3-window framework for the specification and evaluation of Approximate Predictive 
Functional Dependencies, dealing with the capability of exploiting data dependencies for the prediction task. Approximate 
predictive functional dependencies have been proposed for a completely new kind of attribute timestamped temporal re-
lation, named after multi-temporal relation, where attribute values holding at different timestamps allow the representation 
of histories of specific domain-related entities. We analyzed the approximation concept specifying different kinds of error, 
some already presented in [31], while pG3 and K3 are completely new. Such new error measures allow the user to focus on 
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(i) the error, i.e., the number of tuples violating the dependency, related to any specific attribute(s) value considered in the 
prediction (i.e., the consequent of the dependency, and (ii) on the number of pattern values of the antecedent associated 
with a predictive (consequent) attribute value that has to be deleted for satisfying the given APFD.

We also discussed the computational aspects related to the extraction of APFDs. We detailed a theoretical analysis of the 
complexity to derive a relation s ⊆ w considering the error measures G3 and H3. We reduced the problem in hand to a 
general 3SAT problem, demonstrating that verifying an APFD with all three thresholds belongs to the NP complexity class.

We discussed a novel method for assessing the ‘quality’ of the resulting APFDs, using entropy-based concepts.
Finally, we implemented the Algorithm 1 and applied our approach to real clinical data, specifically to MIMIC III dataset, 

obtaining results that demonstrate the applicability of this new type of temporal pattern mining in medicine.
APFDs are completely agnostic with respect to the application domain. Indeed they can be used in any other domains 

where the primary challenge involves identifying temporal patterns from the past associated with subsequent (future) events 
in a prediction-oriented manner. In this regard, domain knowledge is required to build the right mt-relation and the most 
suitable time frames. Indeed, building the mt-relation is a task left to the user, that requires some specific effort and 
deep knowledge of the application domain. A further limitation of the proposed APFDs is that also time frames have to 
be specified by the user. While it is meaningful with respect to the requirements of the considered application domain, it 
would be interesting to have also the most suitable time frames discovered during the temporal data mining.

According to these two last highlighted limitations, and considering also the explainability features of APFDs, we plan to 
extend APFDs in different directions: (i) extending APFDs to discover suitable time windows, according to the considered 
dataset; (ii) coupling APFDs with some ML techniques applied to temporal data, to both have some indications about the 
most important attributes to consider in building mt-relations and to support explainability of results from black-box ML 
approaches.
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