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Chapter 1

Introduction

An autonomous robotic system can make decisions and perform actions without direct control, handling real-world conditions that are unpredictable and dynamic. In recent years, the research interest in Robotic-assisted Minimally Invasive Surgery (R-MIS) is shifting from teleoperated devices to autonomous support systems for the execution of repetitive surgical steps (i.e., suturing, ablation and microscopic image scanning [1]). Even if teleoperation is widely used (see e.g., the da Vinci® by Intuitive Surgical [2] or the DLR MiroSurge [3]) for improving the quality of the operation and for enabling remote surgery [4], [5], the workload of surgeons is very high and there is room to further improve the efficiency of the medical system.

A higher level of autonomy can potentially improve the quality of an intervention in terms of patient safety and recovery time [6]. Moreover, it can optimise the use of operating rooms, increase the number of surgeries without affecting the surgeon’s workload and therefore reducing the hospital costs. In general, autonomy requires systems with advanced capabilities in perception, reasoning, decision making [7], motion planning [8]–[10] and interaction with the physical environment. Nonetheless, for autonomous or semi-autonomous systems human-robot interaction plays a key role in providing both safety of execution and a successful knowledge transfer between users and robots. Apart from the performance of task fulfilment, one major concern in robotic surgery is safety and this requirement becomes of paramount importance in the case of autonomous and/or semi-autonomous surgery [11]. In this setup, as we will see later in this thesis, optimal control and passivity theory will be exploited to design a framework able to embed constraints and guarantee performance and safety.

Generally speaking, optimal control aims to find a solution to dynamic optimization problems by computing a vector of control inputs such that an
objective function is minimized over some time horizon \[12\]. Recent technological advances in computer science have dramatically decreased the costs and increased the capability of computers and sensors, making the adoption of computationally intensive control systems more appealing. At the same time, advances in the mathematics and computational algorithms for optimization have greatly improved the speed and reliability of the calculations required by the Model Predictive Control (MPC) used in this thesis \[13\].

Humans actually use an intuitive version of MPC in many aspects of their daily lives: it is, for instance, the way that you catch a ball or play chess. In fact, you use a prediction of the future to inform your present decision, as a good player does while playing chess. A good player tries to predict all the possible moves as far into the future as possible before making a move, but since it is impossible to extend these predictions to the game’s end, the prediction horizon is finite and incomplete. From this analogy we can derive several facts, the first is that the prediction is only for a finite number of moves because the complexity of prediction increases very rapidly with the number of steps. Moreover, to decide the best move based on the prediction it is required a performance measure to evaluate the possible actions. Finally the more moves can be accurately predicted the best the outcome will be. So in general, the basic idea of the MPC is to use a mathematical model of the system to be controlled to predict its behaviour \(n\) time steps into the future (hence, model predictive) and the prediction depends on the specific control used. Based on this model, the MPC chooses the best sequence of controls by minimizing a cost function. Then, the first element of the such controls sequence is applied to the system. After this first control value is applied, the system responds, a new measurement is taken, and the MPC problem is solved again. The most common choice for the cost function is quadratic in both the control signal and the system states because energy in many situations is quadratic \[13\].

The most important results in controls were the Linear Quadratic Regulator (LQR) and the Linear Quadratic Gaussian Regulator (LQG). However, LQR completely ignores the actuator saturation \[13\]. Control engineer had long ago realized that actuator saturation is important and developed a theory of optimal control that could include the effects of saturation. This was the minimum principle proposed by Pontryagin and his colleagues. Unfortunately, the minimum principle had three important flaws even under the best of circumstances: it only provides an open-loop optimal control; it is difficult to compute the solution; the optimal control problem has to cover only a finite time except in some very special cases.

To solve the aforementioned optimal control problem issues it is common to
discretize the original problem in time and then use linear, quadratic, convex, or non-linear programming methods to solve the discrete-time problem. However, the open-loop optimal control heavily depends on the initial condition and the future state and control vectors, thus in practice, yields to the fact that feedback controls are far superior to even the best open-loop option. For this reason, a way to approximate the optimal open-loop controller by a closed-loop controller is to recompute the optimal control at each new discrete-time instant. In order to do this the future state and control had to be predicted after the time at which the optimal control problem is terminated. However, optimality over a finite time interval does not imply stability. This sets the stage for Model Predictive Control [13].

Passivity theory provides a modular approach for the design and analysis of control systems using an input-output description based on energy-related considerations. The main idea is that many important physical systems have certain input-output properties related to the conservation, dissipation, and transport of energy [14]. Robustness in controller design is an important problem which relates to how the closed-loop system will perform when the physical system differs either in structure or in parameters from the its mathematical model. If the stability of the controller is designed exploiting on the passive properties, the closed-loop system will be stable whatever the values of the physical parameters until the system is passive. Moreover, a system made of feedback and parallel interconnections of passive subsystems inherit the passivity property of the connected blocks. This simplifies the analysis by allowing for the manipulation of block diagrams and provides guidelines on how to design control systems (i.e., Passivity-Based Control, PBC). A further indication of the usefulness of passivity theory is the fact that the PID controller is a passive system, and a fundamental result that will be presented is the fact that the stability of a passive system with a PID controller can be established using passivity arguments. There is another aspect of passivity which is very useful in practical applications [14]. It turns out that passivity considerations are helpful for guiding the placement of sensors for feedback control. From a network modelling point of view, passive systems arise as port-Hamiltonian systems [15].

1.1 Case study

The approaches presented in this thesis have been mainly developed and tested within the European Research Project “Smart Autonomous Robotic Assistant
Surgeon (SARAS). SARAS aimed to develop a surgical robotic platform that allows a single surgeon to execute R-MIS operations. This would increase the social and economic efficiency of a hospital while guaranteeing the same level of safety for the patients. The robotic platform used in the project was made of two assistive robotic arms and has been designed to implement the tasks currently done by the assistant surgeon in the operating room. Such arms have been controlled through a cooperative and cognitive supervisor system able to infer the actual state of the procedure and to act accordingly with the surgeon’s needs. During the SARAS project the following three platforms of increasing levels of complexity have been developed: 

MULTIROBOTS-SURGERY. In this platform the main surgeon uses a da Vinci® robot (by Intuitive Surgical Inc.) equipped with the da Vinci® Research Kit (dVRK 5) while the assistant surgeon teleoperates the SARAS assistive robotic arms using a haptic device with force feedback. This system has been used to collect the data needed to design the semi-autonomous SARAS control architecture.

SOLO-SURGERY. In this platform (see Figure 1.1a), the SARAS system was autonomously playing the role of the assistant to help the main surgeon at the da Vinci® console performing the surgical procedure. The da Vinci® console of the main surgeon has been enhanced by integrating

\[1\] The videos of the SARAS project are available online
force/tactile feedback and a speech recognition module to interact with the SARAS system.

**LAPARO2.0-SURGERY.** In this final platform (see Figure 1.1b), the SARAS system played the same role as in the SOLO-SURGERY case, but with the main surgeon using standard handheld laparoscopic tools. This last platform aimed to let the SARAS system be available to hospitals that cannot afford to buy a da Vinci® like surgical robotic system.

The validation of the SARAS concept focused on two specific and very important robotic-assisted procedures as they cover almost 80% of all robotic interventions. The first procedure is the *Radical prostatectomy* (RARP), which is the resection of the whole prostate gland in male patients with prostate cancer while preserving urinary continence and erectile function. The latter is the *Laparoscopic Radical Nephrectomy* (LRN) which is the removal of the renal cell carcinoma while keeping the healthy part of the kidney.

### 1.1.1 Robotic-assisted radical prostatectomy

Robotic-Assisted Radical Prostatectomy (RARP) is a surgical procedure where the surgeon utilises a robotic manipulator to remove the prostate along with, in some cases, the seminal vesicles and the pelvic lymph nodes [16]. The procedure is performed for the treatment of prostate cancer. All results of robotic prostatectomy so far indicate the benefits of minimally invasive surgery while also showing encouraging short and long-term outcomes in terms of continence, potency, and cancer control; it is regarded as a major innovation in the surgical treatment of prostate cancer. RARPs are currently performed using either the da Vinci® surgical system or any other comparable robotic platform. Surgeons remotely control the instruments of the robotic manipulator using two joysticks available on the console. In the operating room, there must be also an assistant surgeon next to the patient, helping the main surgeon.

The RARP-like procedure modelled in SARAS was presented in [17], [18], the first surgeon control with the da Vinci® console two instruments and an endoscope, while the assistant handles two standard laparoscopy instruments. At first, the surgeon identifies the proper plane of dissection to operate on the bladder neck, which is then divided transversely concerning the urethra, until he/she identifies the urethral catheter pushed through the prostate. At this point, the assistant surgeon, using the right laparoscopic tool, mobilizes the bladder to clear the view, and, with the left laparoscopic tool, raises the prostate. Once the prostate is suspended anteriorly, the main surgeon grasps
the tip of the catheter and lifts it upwards to increase access to the lower part of the prostate, including the vas deferens and the seminal vesicles. After the prostate removal, the main surgeon performs the vesicourethral anastomosis. During this phase, the activities of the assistant surgeon consist of avoiding the bladder inflation by keeping it pushed down and, once the suture has been completed, cutting the needle’s thread with the scissors [16].

1.1.2 Laparoscopic radical nephrectomy

Laparoscopic Radical Nephrectomy (LRN) is a surgical procedure to remove (through 4-5 small incisions across the abdomen) the entire kidney. To do so, usually some additional structures are removed, such as part of the ureter that connects the kidney to the bladder or other adjacent structures such as the adrenal gland or lymph nodes. The use of laparoscopic renal surgery minimizes patient morbidity as well as improves patient outcomes compared to open renal surgery [19], [20]. The benefits with respect to the open surgery are in terms of reduction in the recovery time, hospital stay and postoperative complications. Different techniques have been used to perform Laparoscopic Nephrectomy, using either the trans-peritoneal or the retroperitoneal route. The choice of the laparoscopic approach is dictated by the location and the technical complexity of the renal mass. In this thesis we follow the current practice carried out at the San Raffaele Hospital [17], [18], partner of the SARAS project.

At first, the surgeon proceeds with the colon mobilization to expose the renal vein, the gonadal vessels and the ureter. The do so, the Gerota’s fatty tissue is incised at the level of the lower pole of the kidney and the assistant surgeon helps the main surgeon by tractioning the Gerota’s tissue. At this point, the ureter and gonadal vessels are identified and attachments between the psoas muscle and Gerota’s fascia are released with sharp and blunt dissection with the monopolar scissors. Then, to proceed with the dissection of the renal hilum the renal artery and the renal vein are dissected. From now on, the assistant surgeon changes the tool using a clip applier to perform all the required dissections. Hem-O-lok clips are applied to the artery and the same clips are used on the renal vein. Following the division of the renal vein, the clipping of the renal artery is completed and it is then divided. Finally, the ureter is ligated with another Hem-O-lok clips and transected to allow the kidney to be fully mobilized.
1.2 Aims and objectives

This thesis aims to investigate the design of a supervisory controller for a semi-autonomous robotic system and the application of optimal control techniques to manage unexpected events and constraints. The management of such events will be demanded by the surgeon through a novel formulation of constrained bilateral teleoperation. For this reason, particular focus will be given to addressing MPC problems under input-output and state constraints for linear, non-linear and hybrid (i.e., with both continuous and discrete dynamics) systems. These constraints will be used to guarantee stability and enforce safety conditions during the teleoperated intervention. The thesis will also cover the research activities necessary to develop the SARAS semi-autonomous system. Such activities include the definition of a shared reference system for the multi-arm robotic setup and the registration of 3D preoperative medical data to the patient’s anatomy.

1.3 Outline

The thesis is organised into six chapters and, besides the Chapter 1 and Chapter 2 where a general overview of the thesis and the hardware setup are presented, each of the remaining chapters will focus on a specific aspect of this study. The chapters are self-contained and organized in such a way to

- recall the relevant literature
- present the proposed solution
- discuss the simulation and/or experimental results
- draw some conclusion and the connection with the SARAS platform

Chapter 3 focuses on the basic requirements needed by the SARAS platforms, Chapter 4 presents the autonomy degree of the SARAS robotic systems, Chapter 5 proposes an improved version of a passive bilateral teleoperation architecture where optimal control is exploited to ensure the system stability under communication delay. Finally, Chapter 6 presents the MPC-based novel constrained bilateral teleoperation architecture, where the system stability requirement is reformulated as an optimization constraint together with other safety constraints, such as upper bounds on the interaction force at the end-effector of the robot at the remote side.
Chapter 2

Hardware setup

The experimental validation of the methodologies proposed in this thesis are carried out mostly in the surgical setup developed for the SARAS project. As mentioned in Chapter 1, the case study consists of the development of semi-autonomous robotic platforms for R-MIS and MIS. In the R-MIS platform called SOLO-SURGERY platform, the setup is composed of the dVRK together with the SARAS multi-arm robot. In the MIS platform called LAPARO2.0-SURGERY platform, the main surgeon performs the surgery using a pair of standard laparoscopic tools. In this last scenario, the lack of the da Vinci® robot requires to designed a novel tracking system to estimate the position and the orientation of the tools’ tips that we called smart trocar. A trocar is a medical device made up of an awl, a cannula and a seal; they are placed through the abdomen during laparoscopic surgery. The trocar functions as a portal for the subsequent insertion of other instruments, such as graspers, scissors, clip applier, etc. In this chapter, we will provide an overview on the design and manufacturing of the smart trocar prototype together with a preliminary quantitative evaluation of the tracking accuracy. The surgical environment is made of anatomical realistic manikins, specific for each procedure. The phantoms are detailed models of the lower abdomen and the left upper abdomen for the RARP and LRN, respectively. The whole control system has been developed and integrated using the Robot Operating System (ROS).

Part of this chapter is based on the following publication:

Figure 2.1: The platforms used for the experimental validation. a) the da Vinci® Research Kit (dVRK) available in the Altair Laboratory (University of Verona), b) the SARAS platform.

Table 2.1: RealSense d435 specifications

<table>
<thead>
<tr>
<th>Camera specifications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution</td>
<td>$1280 \times 720$</td>
</tr>
<tr>
<td>Field of view (FOV)</td>
<td>$91^\circ \times 65^\circ \times 100^\circ$</td>
</tr>
<tr>
<td>Frame rate</td>
<td>90 fps</td>
</tr>
<tr>
<td>Baseline</td>
<td>50 mm</td>
</tr>
<tr>
<td>Z-accuracy</td>
<td>$\leq 2%$ of the working distance</td>
</tr>
</tbody>
</table>

2.1 The dVRK platform

The idea behind the dVRK initiative is to provide the core hardware, i.e., a first-generation da Vinci surgical system, to a network of researchers worldwide, by repurposing retired clinical systems. This hardware is provided in combination with dedicated electronics to create a system that enables researchers to access to any level of the control system of the robot as well as the data streams within it. The dVRK components, shown in Figure 2.1b, are the master console (the interface at the surgeon side), the robotic arms to handle the tools and the endoscope at the patient side, and the controller boxes containing the electronics [22]. The robotics arms of the dVRK are called: Master Tool Manipulators (MTMs), Patient Side Manipulators (PSMs) and the Endoscopic Camera Manipulator (ECM) [23]. We augmented the stereo endoscope with an Intel RealSense d435 RGB-D camera rigidly attached to the endoscope through a 3D printed adapter. The camera specifications are reported in Table 2.1. The present setup is not compatible with a surgical scenario. However it is well possible that in the near future miniaturized RGB-D cameras could be integrated within the endoscope.
2.2 The SARAS platform

The SARAS robotic platform, shown in Figure 2.1a, is composed of two Franka Emika’s Panda robots used to automate the role of the assistant surgeon and three laparoscopic tool adapters. The adapters allow to use standard laparoscopic tools such as graspers, scissors and clip-appliers as custom end-effectors. Moreover, we also augmented our standard laparoscopic tool with strain gauges to estimate the interaction forces with the anatomy. The robots are constrained by a software remote centre of motion (RCM) mechanism embedded in a custom Cartesian position-controller. The RCM mechanism forces the surgical tools to pivot around the incision ports, where the trocar is inserted as shown in Figure 2.2, and avoids damage on the surrounding tissue. In literature there exists two main ways to preserve the RCM constraint: by mechanical design or by software. Even if mechanical RCM is highly precise and used in the da Vinci® robot, software RCM provides flexibility and versatility [24].

To compute the target homogenous transformation $T_t(t)$ the controller takes as inputs the Cartesian target position $x_t(t)$ and the target rotation angle $\gamma_t(t)$. Let $x_r$ be the Cartesian position of the desired RCM point, the normal direction towards the target position $x_t(t)$ can be computed as

$$n(t) = \frac{x_t(t) - x_r}{|x_t(t) - x_r|_2}.$$  (2.1)
Let $d$ be an arbitrary unit vector non-parallel to $n(t)$. The rotation matrix for the end-effector satisfying the RCM constraint can be so defined as

$$ R_r(t) = \begin{pmatrix} r_1(t) & r_2(t) & r_3(t) \end{pmatrix} $$

(2.2)

where

$$
\begin{align*}
    r_1(t) &= n(t) \times r_2(t) \\
    r_2(t) &= n(t) \times d \\
    r_3(t) &= n(t)
\end{align*}
$$

(2.3)

The rotational part of the target transformation $T_t(t)$ can be now defined as the following sequence of rotations

$$ R_t(t) = R_r(t)R_iR_{\gamma_t}(t) $$

(2.4)

where $R_{\gamma_t}(t)$ is the desired tool axial rotation and $R_i$ is the initial rotation offset matrix. This offset matrix is computed only the first time and is defined as

$$ R_i = R_r^{-1}R_e $$

(2.5)

where $R_e$ is the measured orientation of the robot’s end-effector. Finally the translational part of $T_t$ is $t_t(t) = x_t(t)$

$$ T_t(t) = \begin{pmatrix} R_t(t) & t_t(t) \\ 0 & 1 \end{pmatrix}. $$

In this way, the controller drives the robot end-effector guaranteeing the RCM constraint.

When a new target position is received the controller computes a 7-th order spline in order to set positions, velocities, accelerations and jerks as boundary conditions. In our case the initial conditions are the current state of the manipulator’s end-effector at the very first run, while later it uses the previous computed spline evaluated at the current time. When a new target point is received, the final conditions are set to zero, exception made for the position which is set as the desired position $x_t$ and the desired rotation $\gamma_t$. The usage of a high-degree polynomial allows to achieve a smooth motion of the end-effector which guarantees continuities on position, velocity, acceleration and jerk profiles.

### 2.2.1 Laparoscopic tools adapters

SARAS requires to perform specific surgical tasks like cutting threads, clipping and interacting with tiny objects (i.e., in the order of few mm). Since the
Franka Emika robot is shipped with a big industrial grasper we designed and manufactured a set of laparoscopic tool adapters. The adapters are composed of two parts: the first is the interface between the robot’s flange and the adapter base, while the latter is the adapter itself. Figure 2.3 shows a close-up view of the flange-adapter interface. The base is also equipped with an easy release system that allows a quick replacement of the instruments during the procedure.

2.2.2 Surgical tool adapter

The adapter has been designed to hold a specific set of laparoscopic instruments and to provide the motorized opening and closing of their jaws. The tool rotation along the main axis is provided by the last joint of the Panda robot. The adapter’s actuator is controlled by a dedicated board connected via USB to the control PC of the whole robot. The communication between the board and the PC is via serial port.

Grasper and scissor adapter

The adapter design for the grasper and scissor is the same, the actuator is placed aside from the tool shaft to reduce the height of the adapter as much as possible. The actuator is a servo DC motor and the actuation for opening and closing of the instrument is performed by moving a plate at which the internal open/close mechanism of the surgical instrument is attached. The adapter’s board in this case is placed at the bottom of the adapter with a micro-switch which allows to manually open/close the tool in case of emergency. The adapter is finally covered using a 3D printed carter to avoid the direct contact with the moving parts and the electronic board. The 3D CAD model of the
Figure 2.4: CAD model of the motorized tool adapters. a) the adapter used for the actuation of the grasper and scissor tools, b) the adapter used for the actuation of the clip applier. The adapter design for the clip-applier is slightly different since the torque required to apply the clip is larger than the one needed for the closing the grasper and the scissor. For this reason we moved from servo DC motor to a stepper motor, and we placed the motor below the main axis of the tool. In this revised design, the adapter’s board is not on the adapter itself but it’s moved on a separate box to have access to the manual control also when the carter is mounted. The 3D CAD model of the aforementioned adapter is shown in Figure 2.4a.

**Clip-applier adapter**

The adapter design for the clip-applier is slightly different since the torque required to apply the clip is larger than the one needed for the closing the grasper and the scissor. For this reason we moved from servo DC motor to a stepper motor, and we placed the motor below the main axis of the tool. In this revised design, the adapter’s board is not on the adapter itself but it’s moved on a separate box to have access to the manual control also when the carter is mounted. The 3D CAD model of the aforementioned adapter is shown in Figure 2.4b.

**2.2.3 Force estimation using strain gauges**

To estimate the force exerted by the surgical instruments on the patient anatomy we applied a set of three strain gauges sensors along each tool shaft and we designed a linear regression to relate the strain measurements to the force. The strain $\epsilon$ is the amount of deformation a material experiences due to an applied force

$$\epsilon = \frac{\Delta L}{L}$$

where $\Delta L$ is the ratio of the change in length of a material to the original unaffected length $L$. A strain gauge is a sensor whose resistance varies with
applied force. It converts a change in electrical resistance into a force which can then be measured, and can be used to pick up expansion as well as contraction. The metallic strain gauge consists of a very fine wire or, as in our case, metallic foil arranged in a grid pattern. The grid pattern maximizes the amount of metallic wire subject to strain in the parallel direction. The grid is bonded to a thin backing called the carrier, which is attached directly to the body whose bending is to be measured. Therefore, the strain experienced by the body is transferred directly to the strain gauge, which responds with a linear change in electrical resistance. The Gauge Factor $G_f$ is the strain gauge sensitivity to strain, and it is the ratio of the fractional change in electrical resistance $\frac{\Delta R}{R}$ to the fractional change in length $\epsilon$

$$G_f = \frac{\Delta R}{R \epsilon}.$$ 

In practice, since strain measurements rarely involve quantities larger than few milli-strain, strain gauges can accurately measure only very small variation in resistance (i.e., force). To measure such small changes in resistance, strain gauge relies on a Wheatstone bridge. As shown in Figure 2.3, since we are interested in measuring the forces applied on the laparoscopic tool in xyz-directional axes, three strain gauges are mounted arranged 120 degrees apart on the laparoscopic tool’s shaft. A custom board, equipped with a Nucleo-STM32L432KC, has been developed to measure the voltage signal from the strain gauges and to perform the analogue to digital conversion. The board has six Wheatstone bridges which can be arranged in a quarter-bridge or half-bridge configuration and each bridge has an independent power supply regulator to minimize the disturbances between them. When the board is configured as a quarter bridge, as in our case, the board uses a high precision resistor (0.01%) and high thermal stability (0.2 ppm/°C). The Wheatstone bridge was design to read up to ±1000.0 micro-strain (in a quarter bridge) which maps to a range of ±7.0N of force. However, strain gauges arranged as in our configuration cannot measure compression along the main axis of the laparoscopic tool (i.e., z-axis). This is because the tool’s deformation along such axis is lower than an order of magnitude with respect to the other axes. For this reason, the interaction force along the z-axis is not estimated and neither shown in the plots. Finally, the static deformations of the tool, the contribution of the gravity and the vibrations introduced by the motion of the end-effector are threshold.
Figure 2.5: Mounting of the strain gauges on the grasper tool. a) a single strain gauge applied on the laparoscopic tool before being covered with protective material, b) three strain gauges applied on the SARAS laparoscopic tool after being covered with the protective material.

**Strain gauges calibration**

The calibration procedure aims to identify the matrices $A_1$, $A_2$ and the vector $g$ in the linear systems

$$\begin{cases} f = A_1 v + g \\ \Delta x = A_2 v \end{cases}$$

where $f \in \mathbb{R}^3$ is the force along the tree axes (since we are mapping only translation forces), $v \in \mathbb{R}^3$ is the measured voltage on the three strain gauges, $\Delta x \in \mathbb{R}^3$ is the Cartesian displacement between the measured and the real position of the tool, $g \in \mathbb{R}^3$ is the gravity, and $A_i \in \mathbb{R}^{3 \times 3}$ with $i \in \{1, 2\}$ are the matrices mapping voltages into forces and tool-displacement, respectively. We define $t = k\Delta t$ as the current time and $\Delta t$ the sample time of the sensing system. Force samples $f(k)$ for the calibration are provided by a 3-DOF ATI Micro force sensor. The voltage samples $v(k)$ are obtained directly by the strain gauges acquisition board. Let $x_f$ be the fixed position of the force sensor on which the tool tip is in contact, and $x(k)$ be the position of the laparoscopic tool tip estimated by the kinematics. The displacement between the tip poses of the real flexible tool and the assumed rigid tool is $\Delta x(k) = x_f - x(k)$.

The samples $f(k)$ are collected by performing a sequence of motion in
Figure 2.6: Linear ratio between measured and computed forces on the x and y axes.

which we touch the force sensor with the laparoscopic tool tip in different configurations and in free-motion to estimate the gravity contribute. At each time step \( k \), the samples \( v(k) \) and \( f(k) \) are added to the samples matrices \( V_1(k) \) and \( F(k) \)

\[
V_1(k) = \begin{bmatrix} 1 & V_1(k-1) \end{bmatrix}, \quad F(k) = \begin{bmatrix} F(k-1) \end{bmatrix},
\]

(2.7)

and the samples \( v(k) \) and \( \Delta x(k) \) are added to the samples matrices \( V_2(k) \) and \( \Delta X(k) \)

\[
V_2(k) = \begin{bmatrix} V_2(k-1) \end{bmatrix}, \quad \Delta X(k) = \begin{bmatrix} \Delta X(k-1) \end{bmatrix},
\]

(2.8)

if the laparoscopic tool is in contact with the force sensor. The final matrices are \( V_1 \in \mathbb{R}^{3 \times n} \), \( F \in \mathbb{R}^{3 \times n} \) and \( V_2 \in \mathbb{R}^{3 \times m} \), \( \Delta X \in \mathbb{R}^{3 \times m} \), where \( n \) is the total number of samples and \( m \) is the number of collected samples in contact with the force sensor. The matrices \( A_1 \) and \( A_2 \) are then computed with the least squares method as

\[
\begin{bmatrix} A_1 | g \end{bmatrix} = (V_1 V_1^T)^{-1}(V_1 F)
\]

(2.9)

\[
A_2 = (V_2 V_2^T)^{-1}(V_2 \Delta X).
\]

(2.10)

Using the same method we also compute the regression matrix which related voltages to tool bending. Figure 2.6 shows the proportional relationship between the force measured by an ATI-Mini force sensor and the strain gauges equivalent force.
2.3 Smart trocar

In the LAPARO2.0-SURGERY platform the main surgeon performs the surgery using a set of standard laparoscopic instruments. In such situation the position and the orientation of the laparoscopic tools’ tip cannot be retrieved directly. For this reason we designed and manufactured a pair of smart trocars: a trocar holder able to estimate the position and the orientation of a trocar, and so of the laparoscopic tool inserted in it. To have reliable measurements of the instrument tip’s pose we also designed a holding system for the smart trocars which should be placed in contact with the belly of the patient.

The design of the smart trocar, shown in Figure 2.7, integrates a sensorized platform with standard laparoscopic trocars. The tool diameter considered in this design is 5 mm, but it can be easily adapted to any trocar size. It is built around a gimbal and bridge component that transfers the pivoting motion of the trocar cannula holder to two potentiometers. A PCB is attached to the side of the cannula to host a microcontroller and a camera. This mounting position allows the camera to track a set of markers painted on a disk on the laparoscopic instrument which does not interfere with the trocar’s motion as shown in Figure 2.8. The camera is used to measure the rotation and insertion of the tool. Assuming a mounting position in contact with the patient epidermis, the effective Remote Center of Motion (RCM) is 9 mm above. This is not a major concern as the maximum radial deformation at the insertion point is \( \approx 10 \text{ mm} \) given the maximum longitudinal and transversal rotation of the gimbal and bridge of 40° and 64°, respectively. For this reason, the forces acting on the epidermis are acceptable.

The microcontroller (an ESP32-CAM model) handles the raw measurements from the potentiometers via the PCB and synchronizes them with the camera frame acquisition. It communicates this information through WiFi via the rosserial protocol to a computer that estimates the pose of the laparoscopic tool tip (Tool Center Point, TCP). The proposed method computes the position and orientation frame of the TCP \( T_T \) with respect to the mechanical RCM placed in the middle of the smart trocar base plate. Let \( T_w \) be the transformation of the RCM with respect to a global reference frame; in our use-case we attached the smart trocar to a rigid stand as shown in Figure 2.9 and the transformation is estimated by using the methodology that will be discussed in Chapter 3. \( T_T \) can be written as

\[
T_T = \begin{pmatrix} R & t \\ 0 & 1 \end{pmatrix}
\]  

(2.11)
where $R = R(\psi)R(\theta)R(\phi)$ and $t = \begin{bmatrix} 0 & 0 & t_z \end{bmatrix}^T$. The position of the TCP $T_e^w$ with respect to the global reference frame is then

$$T_e^w = T_r^w T_e^r.$$ 

(2.12)

The Euler angles $\psi$ and $\theta$ are measured thanks to two potentiometers mounted on the board while $\phi$ is the instrument rotation and is estimated using the camera and the markers. We aligned the rotation axis of the sensors with a set of Cartesian axes having their $z$-axes aligned with the instrument shaft. To measure both the distance and the rotation $\phi$ we used a set of eight ArUcO markers [25] placed on a support disk anchored to the laparoscopic tool as shown in Figure 2.8. The support has been designed in such a way to always have at least one of these markers visible by the camera mounted on the support. The ArUcO marker is a fiducial marker system specially designed for camera pose estimation with a configurable set of marker dictionaries (in size and number of bits). The marker, as shown in Figure 2.8, is a synthetic square composed by a wide black border and an inner binary matrix which determines its identifier. The binary codification allows its identification and the application of error detection and correction techniques [25].

The distance is estimated by assuming that the camera and the disk remain parallel to each other which allows to average the depth of all identified ArUcO markers. Finally, the rotation $\phi$ is estimated by measuring the rotation angle

Figure 2.7: CAD of the smart trocar prototype. a) a close view of the base plate, b) a complete view with the tool and trocar mounted on it.
of each marker on the face-plate plane. The ArUcO-based insertion measurements were found to be more precise and reliable than the early design that used a *time of flight* (ToF) sensor, with the added bonus of being able to also estimate the tool’s rotation along its main axis. The proposed smart trocar prototype, as shown in Figure 2.9 has been tested on an experimental setup with one of the Panda arm acting as the ground truth position reference and a Storz® grasper laparoscopic tool as the surgeon instrument. We registered the robot and the smart trocar prototype in a shared reference frame to later compare their measurements. We performed a sequence of motion towards a fixed position in an anatomical manikin having an impedance similar to the human skin at the RCM. Then, we recorded the target positions using the robot kinematics and, as shown in Figure 2.10, we compared them with the measured positions of the laparoscopic TCP over multiple tests with a maximum error of 4 mm. Such error is deemed sufficient for the intended application. Such error can be mostly attributed to the mechanical play related to the materials used in the prototype.

### 2.4 Anatomical manikins

To evaluate the semi-autonomous system in the two case studies, two different anatomical manikins (also called phantoms) have been used: a model of the lower abdominal for the RARP and a model of the left upper abdominal
Figure 2.9: The 3D printed final prototype of the smart trocar used during the experimental validation; the trocars are mounted on a pair of adjustable arms to adapt to the anatomy; the diameter of the smart-trocar cannula is 5 mm.

Figure 2.10: The experimental validation of the proposed prototype: the solid line shows the laparoscopic tool position and the dashed line shows the reference position of the landmarks.
quadrant for the LRN.

**Lower abdominal model.** The phantom, as shown in Figure 2.11b and Figure 2.11a is composed of a 3D-printed pelvis bone and the following silicone elements: rectum, bladder, urethra, seminal vesicles, vas deferens, and prostate, all immersed in a silicate fat-like foam. The phantom has been developed by ACMIT Gmbh, Austria, a partner of the SARAS project consortium.

**Left upper abdominal quadrant model.** The phantom, as shown in Figure 2.11c is composed of a 3D-printed abdominal walls containing a model of the kidney embedded into a foam-like silicate representing the Gerota. The internal model, shown in Figure 2.11d is composed of the kidney organ, the renal artery, the renal and gonadal veins and the ureter. The phantom is developed by the University of Dundee, partner of the SARAS project consortium.
Figure 2.11: The anatomical manikins used during the evaluation of the RARP and the LRN. a) the da Vinci® robotic tools, the SARAS robotic tools and the phantom used during an experimental validation, b) the phantom is composed of bladder (1), rectum (2), urethra (3), prostate (4), seminal vesicles (5), fat (6), c) the external view of the abdominal phantom, d) the kidney model comprises the renal artery (1), renal vein (2), gonadal vein (3) and the ureter (4).
Chapter 3

Registration and calibration

This chapter deals with the preliminary technologies needed by a semi-autonomous robotic system to operate. The first requirement is the capability of creating a common reference frame shared between multiple robotic arms and external sensors, like cameras. While the second requirement is the capability of projecting pre-operative data into the shared working environment. In a multi-arm robotic setup the creation of a shared reference frame allows to perform complex manipulation. For instance, dual arm manipulation or collision avoidance needs to have a precise relative positioning of all the arms and the obstacles in the environment. A common way to reconstruct a 3D model of the surrounding environment is to use vision systems. In the last decade, mono and RGB-D stereo cameras played an important role for real-time 3D reconstruction. Once the common reference system has been established and a 3D reconstruction of the environment is available, registering pre-operative data in the environment allows to project plans and objects which can be later used by the semi-autonomous system to perform the required tasks.

3.1 State of the art

Better medical imaging and vision techniques have significantly improved the performance of robotic surgical systems in a range of clinical scenarios, such as orthopaedics and neurosurgery \cite{28}. Vision systems can retrieve pre and

\begin{itemize}
\end{itemize}
intra-operative information from tomography (CT), magnetic resonance (MR) and ultrasound to plan tool trajectories and support surgeons’ decision making. However, image-guided interventions require an accurate calibration to map poses of robots, instruments and anatomy into a common reference frame. Hand-eye calibration has been widely studied within the robotics literature [29]. The Hand-eye calibration problem (also called the robot-sensor or robot-world calibration problem) is the problem of determining the transformation between the robot end-effector and a set of sensors (like cameras or laser scanners) or between the robot base and the world coordinate system [30].

In the surgical domain all these challenges are even more complicated to solve due to the complexity of the anatomical environment. In general, a surgical intervention is planned using pre-operative information about the patient and then the surgeons use this knowledge to decide which actions to take. In autonomous systems, the mapping of this planning to the patient anatomy is not trivial since it has to be updated in real-time during the intervention, based on the actual patient condition. This scenario is further complicated by the fact that the environment is soft, which means that it could be subjected to deformation and some anatomical structures can be removed during surgery. Perception of the current surgical environment during R-MIS is usually performed with a stereo endoscope that provides visual feedback to the main surgeon. Although it is able to produce a 3D dense reconstruction of the environment, the main drawback of a stereo vision approach is that the endoscope has to be sufficiently close to the region of interest to provide a reliable reconstruction. Monocular vision systems on the other hand cannot reconstruct a dense point cloud in real-time, but exploiting the multi-view approach, they can provide sparse and dense 3D reconstruction. In order to apply the multi-view approach the camera must be moved over time and the scene should be almost static.

In R-MIS systems, where the patient-side arms are constrained by a RCM, it is challenging to obtain the camera motion range needed to guarantee an accurate calibration from the numerical point of view. Wang [31] takes advantage of this constraint by finding a unique relationship between the endoscope and the surgical tool using camera perspective projection geometry. A different approach is followed in [32], [33] where the instruments themselves are used as calibration tools. Thus far, several closed-form solutions for 2D images have been proposed for hand-eye calibration that use linear methods that separate rotations and translations. In [34], the orientation component was derived by utilizing the angle-axis formulation of rotation, then the translational component was estimated using standard linear regression techniques. Chou and
Kamel \[35\] introduced quaternions to represent orientation and estimated the quaternion coefficients by solving a homogeneous linear least squares problem. A closed form solution was then derived using the generalized inverse method with singular value decomposition analysis. Other works \[36\]–\[38\] used the Kronecker product to get a homogeneous linear equation for the rotation matrix. However, such solutions separate the rotational and translational components neglecting the intrinsic correlation between them, resulting in poor calibration accuracy.

In \[39\] the authors studied the comparison between hand-eye calibration based on 2D and 3D images, introducing quantitative 2D and 3D error metrics to assess the calibration accuracy. They proved that the 3D calibration approach provides more accurate results on average but requires burdensome manual preparation and much more computation time than 2D approaches. Kim used 3D measurements at the center of markers for the hand-eye calibration \[40\]. Fuchs \[41\] proposed a solution based on depth measurements instead of 2D images, using a calibration plane with known position and orientation. The hand-eye calibration was then obtained by estimating the best fitting plane of the measured depth values.

Simultaneous localisation and mapping (SLAM) is a technique applied to obtain the 3D structure of an unknown environment and to estimate the camera motion. SLAM was originally proposed to design autonomous control architecture for mobile robots and then spread to other fields like computer vision-based online 3D modelling, augmented reality (AR)-based visualisation, and self-driving cars. In recent years, many efforts have been made to assess the feasibility of applying SLAM in laparoscopy to reconstruct a sparse or even dense soft-tissue surface \[42\]–\[45\]. A very popular approach for SLAM in minimally invasive surgery (MIS) relies on oriented FAST and rotated BRIEF (ORB) features \[46\]. Several works have proved that this approach can successfully support the process of endoscope localisation by providing the poses which are necessary to create a quasi-dense map of the environment \[47\], \[48\]. When a monocular vision system is used, there is an additional challenge based on the scale factor estimation. In \[49\], for example, they retrieve the scale factor manually through the computed tomography (CT) scan and apply it to the 3D reconstruction before the registration.

Once the partial intra-operatively reconstruction is available, its correct registration with the pre-operative information is a fundamental capability to enable the robot to perform tasks like object detection and recognition, navigation and 3D dense map reconstruction. Point cloud registration aims to estimate the homogenous transformation matrix between two point cloud
scans. Applying such a matrix we can merge partial scans of the same 3D scene or object into a complete 3D point cloud. Point cloud registration has many applications in critical aspects of computer vision, in first 3D reconstruction. Generating an entire 3D scene is an essential and significant technique for various computer vision applications, including high-precision 3D map reconstruction in autonomous driving, 3D environment reconstruction in robotics and 3D reconstruction for real-time monitoring and decision-making. Another crucial registration application is 3D localization, used to compute the position of an agent in a 3D environment. Point cloud registration could accurately match a current real-time 3D view to its belonging 3D environment to provide a high-precision localization service. Finally, pose estimation. In this case, aligning point cloud A (3D real-time view) to another point cloud B (the 3D environment) could generate the pose information of point cloud A related to point cloud B.

In the context of autonomous robotic surgery, this represents an essential step to plan the robot motion. For example, in [50], [51] a CT scan is used to select the ablation points and the extracted model is then registered to the phantom using embedded spherical landmarks. However, from a practical point of view, the use of landmarks is rarely feasible within a realistic surgical environment. The most popular approach that allows to rigidly align models when no information about landmarks or correspondences is available is the Iterative Closest Point (ICP). ICP solves the registration by iteratively computing a transformation by reducing a distance metric between an intraoperative 3D surface scan and a preoperative 3D model. As opposed to other registration algorithm, ICP treats correspondences between the two scans as a variable to be estimated. The main drawback of this method is that the standard implementation does not always guarantee to find the globally optimal transformation because it can be easily trapped in local minima [52]. Several advanced implementations of ICP have been proposed to tackle this issue, which either rely on the extraction of robust features [53] or exploit more efficient ways to search the 3D space [54], [55].

3.2 Multi arm 3D calibration

The multi-arm calibration method proposed in this thesis uses an RGB-D camera and differently from [41], the accuracy and computational time do not depend on the placement of the calibration board within the workspace. The approach is based on the idea of subdivide the calibration procedure in two
Figure 3.1: The reference frames produced by our proposed method (the axes direction of the reference frames are only for visualisation purpose). The orange transformations are known, whereas the black transformations are to be estimated.

main parts. We initially proceed with the calibration of the robotic arms and then we perform the hand-eye calibration of the camera. Each part implements a three-step method with a closed-form solution:

1. **Arm calibration** performed by touching reference points with the end-effectors of the surgical robot on a custom calibration board

2. **Camera calibration** performed by recognizing the same reference points with the RGB-D camera

3. **Hand-eye calibration** performed by mapping the poses reached by the robotic arms in the first step to the 3D points computed in the second step.

The main advantage of the proposed method is the improved accuracy in a 3D metric space, which is increased by a factor of four with respect to the state-of-the-art results with comparable sensors [39]. In our case study, in the first part we will estimate the homogenous transformations $T^w_{\star}$ between the common reference frame ($world$) and the base frames of the da Vinci® arms $\star \in \{ecm_b, psm_{1b}, psm_{2b}\}$. Finally, the hand-eye transformation $T_{ecm}^{cam}$ between the camera reference frame and the ECM reference frame is estimated. The resulting transformation tree is shown in Figure 3.1. The procedure starts by positioning the calibration board in the robot workspace. We choose a set $P$ of reference points such that each point $p \in P$ is reachable by the three arms and visible from the camera. The points in $P$ must be symmetric with respect
to the center of the board to compute the origin of the common reference frame; at least three points are needed to estimate the plane coefficients. The best fitting plane is characterized by the centroid $c$ of the point set $P$, and its normal vector $n$. Their optimal estimations are the solution of the optimisation problem

$$\{\hat{c}, \hat{n}\} = \arg \min_{c,n} \sum_{i=1}^{n} ((p_i - c)^T n)^2$$

subject to $\|n\|_2 = 1$ (3.2)

As in [56] the centroid is estimated as

$$\hat{c} = \frac{1}{n} \sum_{i=1}^{n} p_i.$$ (3.3)

The normal vector $\hat{n}$ is obtained by factorizing the distance matrix $A$ with the Singular Value Decomposition (SVD)

$$A = U S V^T$$ (3.4)

where $A : K^n \rightarrow K^m$. SVD is a factorization technique which generalizes the eigendecomposition of a square matrix to any matrix shape. One of the main applications of such factorization is for the computation of the pseudo-inverse of a matrix which is one of the ways of solving linear least squares problems. Since the matrices $U$ and $V$ are unitary, their column vectors yield to an orthonormal basis for $K^n$ and $K^m$ respectively. Starting from the decomposition

$$A = [p_1 - \hat{c}, \ldots, p_n - \hat{c}]$$ (3.5)

the normal vector can be obtained by taking the third column of the matrix $U = [u_1 \ u_2 \ u_3]$, i.e., $\hat{n} = u_3$.

**Arm calibration**

To find the transformation of the arms base frame with respect to the common reference frame we record the end-effector pose of the arms (PSMs and ECM with adapter) on each point in the set $P$. In order to obtain the ECM effective pose, we remove the known rigid transformation between the adapter and the ECM. On this set we estimate the best fitting plane using (3.2). The set $P$ is then augmented by adding a point above the calibration board acquired by moving the arm’s end-effector. This last point is used to define the desired plane normal direction

$$n_d = \frac{p_{n+1} - \hat{c}}{|p_{n+1} - \hat{c}|_2}$$
where \( p_{n+1} \) is the last point in the ordered set \( P \), \( \hat{c} \) is the centroid of \( P \) and \( |*|_2 \) is the vector norm. For each arm, the homogeneous transformation \( T_s^w \) of the common reference with respect to the arm base frame is defined using the unit vectors

\[
\begin{align*}
  u &= \text{sign}(n \cdot n_d)n \\
  l &= u \times \frac{p_1 - \hat{c}}{|p_1 - \hat{c}|_2} \\
  f &= l \times u
\end{align*}
\]

and the centroid \( \hat{c} \),

\[
T_s^w = \begin{bmatrix}
  f_x & l_x & u_x & \hat{c}_x \\
  f_y & l_y & u_y & \hat{c}_y \\
  f_z & l_z & u_z & \hat{c}_z \\
  0 & 0 & 0 & 1
\end{bmatrix}
\]

The use of \( p_1 \) is just to have the \( x \) direction of the reference frame pointing to the first calibration point on the calibration board.

**Camera calibration**

To find the transformation \( T_{cam}^w \) for the RGB-D camera we first detect the center of the ArUco marker on the board with respect to the camera frame. Once we find a camera position that ensures good visibility and a stable pose of the ArUco marker, we align the pose on the point cloud generated from the depth map acquired by the RGB-D camera. We use the marker pose and its known radius to generate the pose of every dot, as shown in Figure 3.2a in the set \( P \) in the marker reference frame, as well as the point above the calibration board. Once the poses of each \( p \in P \) is obtained, we find the best fitting plane using (3.2) and then we build the homogeneous transformation \( T_{cam}^w \) between the common reference frame to the camera base frame by adapting the previous approach used for the arms.

**Hand-eye calibration**

The hand-eye calibration problem is formulated using the homogeneous transformation matrices:

\[
AX = XB
\]

where \( A \) and \( B \) are known homogeneous matrices representing the frames of the base of the robot and the camera, respectively. The unknown transformation \( X \) is between the robot coordinate frame and the camera coordinate.
frame. Given $T_{w_{cam}}$, we can compute $X$ as the relative homogeneous transformation between the end-effector of the ECM and the RGB-D base frame

$$T_{e_{cam}} = T_{w_{cam}} (T_{w_{ecm}})^{-1}.$$  

### 3.2.1 Calibration accuracy evaluation

The validation of the proposed method has been carried out with the dVRK robot adopting the custom calibration board shown in Figure 3.2a. The ArUco marker is placed in the center of a circle of 50 mm radius surrounded by several reference dots. We have also equipped the ECM with a 3D-printed adapter, shown in Figure 3.2b, to have a thinner end-effector to guarantee precise positioning on the dots on the board. The whole calibration method has been implemented in ROS using the Point Cloud Library (PCL) and OpenCV. We compared our calibration with the Tsai’s method in two benchmark tests for surgical robotics:

- Localization and grasping of small targets,
- Dual-arm manipulation

Finally we evaluated the accuracy of the projection from 2D camera image plane to the 3D workspace.

**Localization and grasping**

In the first scenario (Figure 3.3a) the two PSMs must autonomously grasp a ring placed on the calibration board, in this case on location 2. The RGB-D
camera identifies the point cloud corresponding to the ring after color and shape segmentation, and points are transformed from the camera to the common reference frame. The ring has a diameter of 15 mm, and the target point for both PSMs is chosen as the center of the ring. The ring is placed in the 9 different locations on the board to cover the full $x - y$ plane, as shown in Figure 3.3a. The arms reach the target points ten times, and for each iteration we compute the Euclidean distance between the target and the final positions of the PSMs. In this way, we estimate the mean accuracy of our calibration procedure on the $x - y$ plane. The results are reported in Figure 3.4 and compared with state-of-the-art Tsai’s calibration method \[57\]. It is worth mentioning that errors are comprehensive of the estimated kinematic accuracy of the da Vinci®: 1.02 mm on average when localizing and reaching fiducial markers \[58\], with a maximum error of 2.72 mm \[59\]. Table 3.1 shows that our

Table 3.1: A comparison of the error in the localization and grasping test

<table>
<thead>
<tr>
<th></th>
<th>Max error (mm)</th>
<th>Mean error (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>1.07</td>
<td>0.53</td>
<td>0.15</td>
</tr>
<tr>
<td>Tsai [57]</td>
<td>3.17</td>
<td>1.83</td>
<td>0.33</td>
</tr>
</tbody>
</table>

method achieves significantly better accuracy (0.53 mm average error against 1.83 mm with Tsai’s calibration). The error does not depend on the location of the ring on the $x - y$ plane.
Figure 3.4: The measured 3D positioning errors between the end-effector and the grasping point during the localization and grasping experiment. The error bars show the mean and standard deviation across the nine grasping locations.

Dual arm manipulation

In the second scenario (Figure 3.3b) the PSMs start holding the same ring, and execute simultaneous pre-computed circular trajectories with centre on the $z$ axis of the common reference frame (45 mm above the calibration board) and radius $r$ ranging from 10 mm to 40 mm. Circumferences are first defined in the $x - z$ plane of the common reference frame (normal to the calibration board), and then replicated in planes rotated around the $z$ axis with a step of 10 deg. In this way we define a spherical workspace by interpolation between the recorded trajectories. PSMs are commanded with the transformed waypoints in their relative frames. This task validates the accuracy of the transformations between the arms computed with the proposed method. We measure the difference between the trajectories of the two PSMs, and we consider the standard and the maximum deviations from the mean for each radius.

With no calibration and kinematic errors, the difference between the trajectories should have null standard deviation. Figure 3.5 shows the absolute error through the workspace for spheres with radii 20 mm, 30 mm and 40 mm, by using the Lambert equal-area cylindrical projection [60]. In Table 3.2 we report the errors for all the spheres. We notice that the mean error increases with the radius of the sphere, as the PSMs move away from the calibration plane. The standard deviation of the error increases with the radius but remains below 0.11 mm, hence the overall error does not change significantly on
Figure 3.5: Absolute error of the dual arm manipulation through the workspace. The workspace has been projected using the Lambert equal-area cylindrical projection, the error is reported in mm. a) the workspace surface of the sphere with radius 10 mm, b) the projected surface of the sphere with radius 10 mm, c) the workspace surface of the sphere with radius 20 mm, d) the projected surface of the sphere with radius 20 mm, e) the workspace surface of the sphere with radius 30 mm, f) the projected surface of the sphere with radius 30 mm, g) the workspace surface of the sphere with radius 40 mm, h) the projected surface of the sphere with radius 40 mm.
Table 3.2: The positioning error between the PSM1 and PSM2 during the dual-arm manipulation experiment

<table>
<thead>
<tr>
<th>Radius (mm)</th>
<th>Max error (mm)</th>
<th>Mean error (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.61</td>
<td>0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>20</td>
<td>0.37</td>
<td>0.13</td>
<td>0.08</td>
</tr>
<tr>
<td>30</td>
<td>0.51</td>
<td>0.14</td>
<td>0.10</td>
</tr>
<tr>
<td>40</td>
<td>0.62</td>
<td>0.16</td>
<td>0.11</td>
</tr>
</tbody>
</table>

the surface of the spheres. This ensures good repeatability of motions in the whole workspace. The accuracy of our calibration method in 3D is compatible with the requirements of surgery (the mean error between the arms is below 1 mm, comparable with the known kinematic accuracy of the da Vinci®).

2D/3D projection

In the last scenario the PSM1, with a colored marker on its tip, executes a spiral-shaped trajectory along the entire workspace. The RGB-D camera identifies the marker in the image plane, and the corresponding 3D point can be computed using the depth value. The trajectory starts near the origin of the common reference frame and then increases in radius and height according to the following parametric equations

\[
\begin{align*}
    x(t) &= \kappa t \cos(\omega t) \\
    y(t) &= \kappa t \sin(\omega t) \\
    z(t) &= \kappa t
\end{align*}
\]

where \( \omega \) is the constant angular speed and \( \kappa \in \mathbb{R} \) is a time-scaling factor. The orientation of the end-effector is kept fixed towards the camera along the trajectory. We measure the Euclidean error between the points in the trajectory executed by the arm and the re-projected points from the camera image plane. Figure 3.6 and Table 3.3 show that the re-projection accuracy with our method significantly outperforms the one reached with Tsai’s. In fact, the mean error (4.71 mm) and the maximum error (11.76 mm) are four and two times smaller than the ones achieved by Tsai’s method. It is important to remark that the measured error also includes the marker detection accuracy. Finally, Figure 3.7 shows the re-projection of PSMs end-effector position onto the camera image plane with both calibration methods. Our method achieves a better re-projection of the 3D instruments.
Figure 3.6: Spiral-shaped trajectory executed by the PSM1 with our method in (a) and Tsai’s method in (b). The red trajectory represents the kinematics of the PSM1, while the blue trajectory represents the marker identified in 3D space.

Table 3.3: A comparison of the error between the marker tip trajectory and the measured tip trajectory for the projection test

<table>
<thead>
<tr>
<th></th>
<th>Max error (mm)</th>
<th>Mean error (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>11.76</td>
<td>4.71</td>
<td>0.89</td>
</tr>
<tr>
<td>Tsai [57]</td>
<td>20.85</td>
<td>16.41</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Figure 3.7: An example of re-projection of da Vinci® surgical instruments by using kinematic re-projection of the model directly onto camera color image.
3.3 Rigid 3D registration of pre-operative data

In the previous section we proposed an accurate method to compute a shared frame for a robotic system using an RGB-D camera. We want now to use such calibration to provide specific target points and volumes of interest (VOI) by exploiting a novel registration methodology for pre-operative data. These VOIs represent bounding regions where the autonomous system has to look to detect target objects which can be later translated into targets in real-time. With the proposed workflow, we can register an anatomical model extracted from a pre-operative model (CT or MRI) with a sparse or dense 3D reconstruction depending on the type of vision system available.

The registration of the 3D model is based on an initial 3D feature matching and later refining using the Iterative Closest Point (ICP) algorithm. Once the registration is available the pre-computed regions can be mapped in the reference frame of the robot’s arms and can be used to provide way-points during the surgery. Since the registration we are going to obtain is rigid, and since the pre-operative model is not deformed during the procedure we can use such methodology to extract only anatomical information which can be assumed to be fixed or subjected to small deformations over time.

Even if the shared reference frame is build using a 3D sensor we will assume to reconstruct the environment using a monocular camera and applying SLAM. This is because RGB-D endoscopes are not already available on the market and so we cannot rely on them for any intra-operative scan. Moreover, even if stereo endoscopes are available and currently used in all the R-MIS scenarios, we can use only one channel of the da Vinci® stereo endoscope. This is because it allows to reconstruct larger areas with respect to those that can be obtained with the da Vinci® stereo camera. In fact, the small baseline (around 5 mm) would require the endoscope to be placed too close to the surface (approximately 5 cm) in order to achieve a reliable reconstruction.

The overall architecture is depicted in Figure 3.8. The pre-operative model is obtained from an MRI scan of the anatomical phantom used in RARP experiments, see Figure 2.11b. In particular, the semi-automatic segmentation approach provided by ITK-SNAP framework [61] is exploited to extract the structures of interest. In order to register the pre-operative model (Figure 3.9) to the partial view provided by the endoscope, we perform an initial step to extract the visible surface from the complete model, which is the only portion that can be aligned with the camera view. Removal of occluded and unreachable parts is possible if an a priori estimation of the ECM pose with respect to the operational area is available. Since the endoscope motion is restricted
by the RCM of the camera holder, it is possible to manually select and discard the parts of the model which cannot be seen.

Once the portion of the MRI used for the registration is defined, as shown in Figure 3.9b, we use the Poisson surface reconstruction approach \cite{62} to smooth the artefacts introduced during the segmentation and we recompute the normal per vertex on the aforementioned surface. The final 3D pre-operative model is converted into a point cloud representation discarding the faces from the mesh.

### 3.3.1 Scaled ORB-SLAM

The most important part of a SLAM system is the initialisation step. It is necessary to define a coordinate system for camera pose estimation and 3D reconstruction in an unknown environment. Therefore, in the initialisation, the global coordinate system should be first defined, and a part of the environment is initially reconstructed in the global coordinate system. For monocular SLAM it is harder, because the depth cannot be recovered from a single image frame. To initialise the map, ORB-SLAM computes two geometrical models: a homography assuming a planar scene, and a fundamental matrix assuming a non-planar scene. The map initialisation is done when the two-view configuration is reliable, detecting low parallax cases and well-known twofold planar ambiguity \cite{63}, otherwise the initialise map would be corrupted. Once the map initialisation is started the first step of the algorithm consists in finding the initial correspondences \((x_c, x_r)\) between the current frame \(F_c\) and the reference
Figure 3.9: The anatomical model extracted from the MRI. a) the segmented 3D model, b) the final point cloud used in the registration phase.

Frame $F_r$ extracting the ORB (Oriented FAST and Rotated BRIEF) features, which are rotation invariant and robust against noise. When there are enough matches, the initialization procedure starts to compute a homography $H_{cr}$ and a fundamental matrix $F_{cr}$ using the following equations

\[ x_c = H_{cr} x_r, \quad x_c^T F_{cr} x_r = 0 \]  

(3.6)

with the normalised Direct Linear Transformation (DLT) and 8-point algorithms, respectively, as explained in [64]. At each iteration it computes a score $S_M$ for each model $M \in \{H, F\}$, $H$ for the homography, $F$ for the fundamental matrix. Afterwards a model is chosen according to this equation

\[ R_H = \frac{S_H}{S_H + S_F} \]  

(3.7)

where $R_H$ is the robust heuristic. If $R_H > 0.45$, the selected model is the homography, otherwise the fundamental matrix. If the scene is planar it can be explained by a homography, otherwise it is selected the fundamental matrix. Using the selected model, we obtain the estimation of both the pose and the motion of the camera, thus the map reconstruction can be started. To estimate the scaling factor we add to the standard initialization the kinematic measurements of the ECM. During the initialisation phase we keep track of the real position of the camera with respect to the remote centre of motion of the ECM.

Let $P_i$ and $P_f$ be the homogeneous transformation of the camera pose, with respect to the ECM base frame, registered at the beginning and at the
end of the correspondence matching of ORB-SLAM. The first virtual camera pose of the SLAM is no longer the one estimated during the correspondence matching but is substituted by the relative transformation of $P_i^f = P_{i-1}^f P_f$.

Then assuming zero rotation during the initialisation phase, the scaling factor $s$ can be computed as the ratio of the measured translation $t_i^f$ and the translation $\hat{t}_f$ estimated by the SLAM

$$s = \frac{|t_i^f|}{|\hat{t}_f|}. \quad (3.8)$$

The translation vectors $t_i^f$ and $\hat{t}_f$ are extracted from the homogeneous matrix $P_i^f$ and $\hat{P}_f$, where $\hat{P}_f$ is the position of the virtual camera computed by the SLAM during the initialisation phase. Finally, we apply the transformation $P_i^f$ and the scaling factor $s$ to the initial scene reconstruction in order to keep the same relative distance between the points and the new camera position.

The assumption of zero rotation during the initialisation phase ensures that the relative motion of the 2D ORB features detected by the correspondence matching is due only to a translational movement and so (3.8) is the desired scaling factor.

### 3.3.2 Registration procedure

The registration is based on a feature-based initial alignment followed by a non-linear least squares minimisation of the point-to-plane distances between the two point sets (the SLAM 3D reconstruction and the 3D pre-operative model). To prevent convergence issues related to the different spatial sampling, we discretize both the SLAM map and the pre-operative model with the same step size in order to have the same spatial point density.

#### Initial alignment

The initial alignment of the two point clouds is required because the ICP algorithm converges easier to a feasible solution if the input point clouds have been already partially aligned. The partial alignment is done using a feature based correspondence grouping which provides an initial transformation matrix $M_g$ applied later to the source point cloud to increase the robustness of ICP. From the two point clouds we extract two sets of Intrinsic Shape Signatures (ISS) key-points: $K_s$ for the source point cloud and $K_t$ for the target one.

The ISS key-points are local descriptors which are generally used in applications like registration, object recognition, categorisation and are known to be stable, repeatable and discriminative. An ISS is obtained counting the
weighted sum of points laying in a local 3D histogram built in a spherical angular space constructed around each feature point. For each point cloud the initial set of ISS key-points is encoded in a set of vectors using the Fast Point Feature Histogram (FPFH) which allows robust multi-dimensional descriptor of the local geometry around a point [66].

To estimate $M_g$, a correspondence set $C$ must be computed. Let $C = \bigcup_i C_i$ where $C_i$ is the correspondences set for each vector $f_i$ in the source feature set. The correspondences set is composed of the nearest neighbours of $f_i$ in the FPFH feature space. The set $C$ is then refined applying a cascade of correspondence rejection methods. First of all we enforce a normal direction matching and subsequently on the resulting subset we make the correspondence injective applying a duplication filtering which keeps only the closest neighbour. Finally $C$ is further refined applying Random Sample Consensus (RANSAC) to estimate a transformation between the two correspondences set. The elimination of outlier correspondences is based on the Euclidean distance between the points once the computed transformation is applied to the source point cloud. The final transformation $M_g$ is computed on the filtered set $C$ using SVD.

Iterative closest point

The ICP algorithm exploiting the point-to-plane method provides a more robust and much faster convergence [67] than the classical position-based implementation. The point-to-plane approach differs from the standard ICP technique since it minimises the distance between the source point $s_i$ with the plane defined by the target point $t_i$ and its normal $n_{t_i}$

$$M_{opt} = \arg \min_M \sum_{i=1}^{N} ((Ms_i - d_i)^T n_{t_i})^2$$

(3.9)

where $M_{opt}$ is the transformation matrices which aligns the source point cloud to the target one. The source points $s_i$ in our method are previously transformed according to the initial alignment procedure using the transformation matrix $M_g$ such that $s_i = M_g \tilde{s}_i$ where $\tilde{s}_i$ are the raw measured points. Given a source, i.e., actually the SLAM output, and a target point cloud, i.e., the pre-operative model, each iteration of the ICP algorithm establishes a set of pair-correspondences between points. The output of an ICP iteration is the 3D rigid-body homogeneous transformation $M$ that aligns the source points to the target point cloud such that the total error between the corresponding points is minimised. As a rule of thumb in case of registration of dense to
sparse point cloud, ICP performs better if the source point cloud is the sparse one. In the case of 3D pre-operative model the normal vectors are precomputed, while they are computed before the registration routine for the SLAM point cloud. The estimation process is also taking into account the camera position in order to have all the normal vectors pointing towards it.

### 3.3.3 Scaling evaluation and error bounds

To evaluate the accuracy of the automatic scale estimation we compared the size of the visible anatomy of the RARP phantom both in the 3D reconstruction and in the MRI (assumed to be the ground truth). The resulting error $\epsilon_s$ due to the estimation of the scaling factor $s$ is of 4 mm and is due to the combination of the 3D reconstruction error and the hand-eye calibration $T_e$.

We then evaluated the accuracy of the 3D registration technique by comparing the position of a set of fiducial points in the MRI with the position of the robot end-effector while touching them on the phantom. The accuracy is evaluated in terms of the position error $\|\epsilon_i\|_2$

$$\epsilon_i = \left[ x^i_m, y^i_m, z^i_m \right]^T - \left[ x^i_r, y^i_r, z^i_r \right]^T$$

where $(x^i_m, y^i_m, z^i_m)$ is the $i$-th fiducial point selected on the surface of the 3D model, and $(x^i_r, y^i_r, z^i_r)$ is the corresponding $i$-th position of the end-effector. Since our phantom doesn’t have any specific landmarks in it, we selected the corners along the boundary of the fat as fiducial points. The arm used to perform this measurement is the patient side manipulator (PSM) of the da Vinci® which has a position error of 1 mm with respect the common reference frame and is assumed to be the ground truth. The average error $\epsilon$ is around 6.7 mm. It is worth remarking that the errors $\epsilon_i$ reported in Table 3.4 include the scaling estimation error $\epsilon_s$ and the uncertainties due to the multi-arm 3D calibration methodology proposed in the previous section. In fact, the 3D reconstruction obtained by the SLAM is referenced to the camera reference frame and in order to be placed in the common reference frame (world) we need to apply multiple

<table>
<thead>
<tr>
<th>Landmark</th>
<th>MRI $(x_m, y_m, z_m)$ (mm)</th>
<th>Reference $(x_r, y_r, z_r)$ (mm)</th>
<th>Error $\epsilon$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.33, -60.41, 62.99</td>
<td>9.00, -58.00, 59.00</td>
<td>5.4</td>
</tr>
<tr>
<td>2</td>
<td>7.59, 22.05, 48.37</td>
<td>6.00, 29.00, 52.00</td>
<td>8.0</td>
</tr>
</tbody>
</table>
Figure 3.10: The resulting registration of the pre-operative map with the anatomy 3D reconstruction. The purple dots are part of the point cloud obtained by SLAM, the initial map is shown in green.

transformations. The 3D registration accuracy is so the combination of: (i) the shared reference frame calibration accuracy $T_{eb}^w$, $T_{wb}^b$ (which affects the ECM and the PSM1 end-effector position), (ii) the hand-eye calibration accuracy $T_e^c$ (which affects the positioning of the endoscope with respect to the ECM end-effector), and (iii) the ICP registration accuracy. The Euclidean norm of the misalignment between the source point cloud (pre-operative model) and the target point cloud (SLAM model) is of 0.560 mm.

3.4 Qualitative and functional evaluation

To evaluate the functional effectiveness of the proposed methodology we performed autonomously the task *pushing down the bladder* from the RARP procedure. This task is needed to create the free space for the main surgeon to resect the prostate. The control architecture of the autonomous arm receives the target points defined on the pre-operative 3D model. The task of pushing down the bladder can be modelled, in the first place, by a simple finite state machine (FSM). The FSM is composed of four states: approach the apex of the bladder (S0), push down the bladder (S1), stay still (S2), and leave motion (S3). The “approach point” is defined as the highest point of the bladder with respect to the MRI reference frame. The target position, reached during the push down motion, is obtained applying a vertical displacement starting from the approach point. Since in the surgical environment there are also the da Vinci® instruments, the trajectory of the assistant robot must be collision-free. Figure 3.11 shows a few snapshots taken during the bladder pushing experiment. The “approach point” selected by the system is depicted...
Figure 3.11: An example of the bladder pushing phase. a) the red sphere represents the point selected directly on the MRI, in this case the apex of the bladder, b) the robot initial position, c) the robot end-effector once it has reached the approach position over the bladder, d) the robot end-effector at the target position.

In Figure 3.11a, after the registration phase, the position is transformed in the robot reference frame and sent to the robot. As shown in Figure 3.11c, the end-effector of the robot is placed nearby the desired point. Once the point on the surface of the bladder is reached, the next step of the procedure is to move towards a point placed inside the bladder in order to push the organ down. The system calculates that point taking a vertical displacement of 0.045 m along the vertical axis starting from the approach point. Figure 3.11d shows the robot end-effector at the desired target position.

This preliminary experiment validates the proposed multi-arm calibration algorithm and the pre-operative registration. This allows us to proceed with the definition of a supervisory controller for the complete RARP procedure which will be presented in Chapter 4.
Chapter 4

Supervisory control

In the previous chapter we introduced the computer vision technologies needed to let a robotic system understand and interact with the anatomical environment. In this chapter we focus on the exploitation of such technologies to define a supervisory controller methodology to model and plan the execution of a surgical procedure. The solution proposed is based on a revised statechart model. The statechart formulation has been selected for its inherent combination of structured and unstructured knowledge that can be handled hierarchically at different levels of abstraction. To achieve this abstraction, the statechart at the top level is split in two concurrent regions: procedure and observer. The procedure region represents the medical knowledge extracted from clinical trials with surgeons and from literature review; the observer region is composed of a concurrent set of FSms that provides a logical description of the environment state (e.g., kinematics state, arm-anatomy contact state, etc.). Such concurrent observers would be the way we used to integrate machine learning techniques into the supervisory controller. We will consider them as a set of soft-sensors where each sensor will be a separate observer which triggers events. The decision on how such triggers drive the procedure evolution over time is controlled by the structure of the procedure region. The procedure region of the statechart is subdivided in hierarchical levels to refine how the desired behaviour of the robotic system is defined. Such division of knowledge at the procedure design level helps in simplifying both modelling and comprehension of the statechart itself. The control commands for the robots are then defined in the innermost level.

Part of this chapter is based on the following publication:

In case of unexpected events, like unmodelled behaviours or mechatronics malfunctioning, the proposed supervisory controller will delegate the safety of the patient to the surgeon. This solution will let a human operator to always intervene using bilateral teleoperation. In particular, in Chapter 5 and Chapter 6 a revised version of hierarchical passivity-based teleoperation and a novel solution to such problem will be presented.

4.1 State of the art

Two different approaches can be adopted to model the medical knowledge: a top-down and a bottom-up approach. The top-down approach is based on encoding prior knowledge into a formal representation understandable by both humans and machines. Different approaches have been proposed, like description logic [69], formal ontologies [70], or defeasible reasoning [71]. Statecharts models are a graphical specification formalism that allows the nesting of Finite State Machines (FSMs hierarchy), their orthogonality (FSMs parallelism) and re-usability of components [72], [73]. The major advantage brought by FSMs is that they can be formally verified [74], and, therefore, are always guaranteed to operate according to their design. For this reason, FSMs are widely employed in the representation of mission-critical workflows, such as the case for surgical procedures. The representation power of statecharts has been exploited to build a discrete-event simulation model of the pre-operative process [75]. The recovery progress of each patient through surgical care is described as a series of asynchronous updates in patients’ records; these updates are triggered by events produced by parallel FSMs that represent concurrent clinical and managerial activities. The bottom-up approach infers a model from raw data through data analysis techniques, such as deep learning, possibly in an unsupervised, end-to-end manner to speed-up the process and to avoid labelling bias [76].

In this work, we adopt a safer approach that follows the engineering stack guidelines for which the top-down model is adapted in its formulation to the events based on the available observations from both the environment and the robots [77]. This improves safety and explainability of, e.g., Machine Learning (ML) and Deep Learning (DL) modules used to process the data and extract relevant information from video streams [78], and sensor measurements (e.g. kinematics in case of robotic surgery) [79]. The work in [80] adopts multiple disjointed FSMs, one for each surgical subtask, where the parameters (i.e., the thresholds viable to trigger events) are learned in a reinforcement learning...
manner.

To automate basic surgical tasks, many approaches have been proposed. For instance, the description using Finite State Machines (FSM) can be used to account for simple tasks, where the environment is assumed to be static and situation awareness can be neglected. In [81] an automated mechanical needle guide to improve precision is proposed. In [82] an FSM based framework for the automation of surgical sub-tasks is developed and tested on simple surgeon training tasks like peg-and-ring and knot-tying. In [83] a depth-sensor has been used to increase the accuracy of peg-and-ring task. Finally, in [84], a Hierarchical Finite State Machine (HFSM) is used to control autonomous mobile systems. The last work shows how the hierarchy can be exploited to subdivide the controller between its discrete and continuous-time parts, allowing the separation of the high-level decision-making to their low-level implementation.

An alternative approach to FSM is represented by Behaviour Trees (BT) with their emphasis on modularity [85]. In [86] a BT is used to model and control a semi-autonomous simulated brain tumor ablation; here the leaves of the BT represent the surgical sub-tasks of the ablation. The main drawback of BTs is the lack of introspection. Indeed, the current state of the system cannot be retrieved directly, but it must be derived analysing the path from the root node to the current running leaf. In [50] a cognitive framework to perform autonomous needle insertion has been proposed. The supervisory controller was built by using a Hidden Markov Model (HMM).

Unfortunately, all of these data-driven approaches, require a large amount of data to achieve a robust learning, which is not usually available in surgery. Moreover, the planned action cannot be easily interpreted and monitored by a human expert since data-driven models are often based on latent variables representation of the environment.

In critical scenarios like surgical procedures, knowledge-based approaches are preferred since they provide a clearer description of the workflow. For instance, in [87] an ontology-based framework for the automation of the peg-and-ring task has been proposed. The main drawback was the lack of real-time reconfiguration of the system. In fact, ontologies are much more used in the field of situation understanding by humans [88]. A solution to overcome the limitation of ontologies can be the non-monotonic programming, where the planning is carried out in a more flexible way, thus the knowledge can be updated in real-time from the sensing information. In [7] Answer Set Programming (ASP) has been used to define the reasoning module and has been successfully applied on an automated peg-and-ring task. The drawback of non-monotonic program-
ming resides in the computational complexity required to solve a planning problem, which makes this approach often unsuitable for real-time applications.

4.2 Modelling methodology

As mentioned above, the proposed modelling methodology relies on the statecharts visual notation, a simplified example of which is shown in Figure 4.1a, that will be briefly discussed to ease the reading in the following sections. A statechart uses rounded rectangles to denote the states (or regions) at any level, using encapsulation to express the hierarchy relation. Arrows are allowed to start and terminate at any level. Each arrow is labelled with an event, optionally with a condition between brackets and an output event after a backslash, and marks the possible transitions between states. The initial state is marked with an arrow pointing to it starting from a small dot without label. The encapsulations imply the exclusive-or (XOR) decomposition of inner states, meaning that the current state must be only one and it must be selected from the states set of the grouping state. Moreover, the encapsulations could introduce the AND decomposition, capturing the property that, being in a state, the system must be in all of its AND components using dashed lines. The statechart notation is too much expressive for our case study as it allows modelling behaviours that are not required or admissible in our application. Therefore, in this thesis we propose a revision of statecharts which imposes a clear separation between the sensing of the environment and the representation.
of the procedure knowledge into two distinct regions of the chart, as shown in Figure 4.1b. Indeed, the concurrency capability of the statecharts will be exploited only to represent the parallelism of the sensing, while the hierarchy will be used only to separate the medical knowledge from the implementation of the robotic tasks. The proposed revisions is based on the following additional rules:

\[ R_1 \] The hierarchy depth of the procedure must be equal to three: activity, task and primitive (see Section 4.2.1)

\[ R_2 \] At the lowest level (i.e., primitive), the states are atomic and hierarchy-agnostic, thus they do not depend on the execution time or the order with respect to others states (see Section 4.2.2)

\[ R_3 \] The sensing region is evaluated concurrently to the knowledge region, it is the only generator of events during transitions (see Section 4.2.3)

\[ R_4 \] Concurrency is only allowed within the sensing region, thus transitions between concurrent FSMs are forbidden (see Section 4.2.4).

Using this revised statechart modelling, we can now define the adopted heuristics for the planning. We exploit the intrinsic priority of the hierarchy since an event generated by the sensing system can be adopted as a transition trigger by any level of the procedure. At each control cycle, the supervisory controller, which evaluates the statechart, starts from higher to lower level and checks if there exists a trigger event on the edges exiting the current state. If a trigger event is present, then the state is activated and the search is stopped. When a transition occurs, the innermost FSMs are reset to their initial state. Even if such heuristic ensures the high-level command to be prioritised, it can lead to transitions shadowing, meaning that transitions on lower-levels could never been crossed if transitions at higher-levels on the same trigger are fired. To minimise such effect, the modelling of the procedure should be approached exploiting a semantic separation of events. At the higher levels of the procedure, the events should refer only to the environment conditions for the activity (e.g., in surgery, positioning over the bladder, thread cut, catheter visible, etc.), while at the lowest level the events should refer only to the robot internal state (e.g., target pose reached, pose not reachable, grasping, etc.). The extension to multiple robots can be obtained by simply duplicating the statechart and adjusting it for each manipulator. The synchronous operation of multiple statecharts that operate on the same triggers is guaranteed by the assumption that each trigger produced by every observer is processed simultaneously by all statecharts. Therefore, each robot effectively observes the
environment, including all others robots, independently, thus eliminating the necessity of specific synchronisation states.

4.2.1 Procedure depth

Generally, the number of hierarchical levels allowed in a statechart is unbounded. In our case, as stated in the rule $R_1$, the number of the levels is set to three. The adoption of a three-level hierarchy has been proposed in [89] and is also part of the definition of the Hierarchical Task Network (HTN) [90], which is a popular task planning methodology. Therefore, the resulting procedure can be defined by grouping the states of the statechart into three well-defined levels of a surgical procedure: phase, action and surgeme, mapped respectively into activity, task, and primitive, which is a lexical formalism also adopted in [91].

The highest level, composed of phase states, is the equivalent to the goals of the STRIPS modelling [92]. In the surgical field, this level models the main phases of a complex surgical procedure (e.g., in the case of radical prostatectomy, some goal tasks could be bladder mobilisation, bladder neck transection, or an idle statement). The middle level, composed of action states, can be seen as a set of intermediate tasks that compose the goal task (e.g., for the bladder neck transection phase some actions are grasping the catheter and pulling the catheter). Finally, in the lowest level we find atomic sub-tasks that cannot be logically subdivided into smaller subsets, thus composed of surgeme states (e.g., close the gripper or move to a specific point).

4.2.2 Atomic and hierarchy-agnostic execution

The rule $R_2$ enforces the re-usability of the surgemes allowing the definition of multiple complex surgical procedures by means of a relatively small set of common and shared primitives. The side effect of this design choice is the need of prohibiting any transition from a lower level to a higher one. In fact, the re-usability requires to have hierarchy-agnostic surgemes and of course transitions towards the upper levels require a knowledge about the parent states (not available at the surgeme level).

4.2.3 Event generation

An observer is an FSM that operates concurrently to the procedure with the aim of observing the environment and of generating trigger events based on measurements (observations). The definition of the observer entities allows
separating the generation of triggers, which happens in the sensing region, from their consumption, which happens in the knowledge region. Therefore, the rule $R_3$ states that the knowledge region must not generate triggers to avoid infinite loops, undefined behaviours, and deadlocks. The definition of the events can be obtained in two different ways:

- bottom-up: the procedure is modelled and refined by surgeons using only the available observers;
- top-down: the procedure is first defined based on the knowledge of surgeons, then the engineers will develop the requested observers to accomplish the procedure.

The formalism presented hitherto intends to logically separate these two approaches to avoid contrasts in requirements formulated by surgeons and engineers: the surgeons designing the procedure in a top-down manner could specify undetectable events (or that could require hardware that is not applicable to laparoscopy), whereas the engineers working in a bottom-up manner could overlook important events that do not rise directly from the data. Our approach simplifies the modelling of the procedure and allows to design a more efficient system based on the available sensors, surgical instruments, and computational power. The managing of the interleaved requirements should be assigned to a specialised bio-engineer who has to handle surgical and engineering critical aspects.

4.2.4 Concurrent isolation

The standard set of rules for statecharts do not prevent the definition of edges over concurrent states, but in the case of the proposed procedure-observers statecharts the transitions are meaningless as surgical procedures follow a well-defined sequence of states (which is hampered only by the occurrence of unexpected complications that must be handled case-by-case). This is the reason why we introduced rule $R_4$ that forbids the definition of edges on concurrent states, thus between observers and procedures, and between different observers.

4.3 Case Study: Radical Prostatectomy

In the following paragraphs, we will describe the statecharts used to control both manipulators of the SARAS SOLO-SURGERY platform. These charts
represent a single instance of operation modelled on the experimental setup: they demonstrate the general methodology for merging the top-down medical knowledge with the bottom-up data-driven knowledge. Initially, we will focus on the sensing part describing in detail which observers have been integrated and which events have been observed. Later, the surrgemes will be defined and integrated into the platform. Finally, the procedures for the left and right arms will be modelled following the proposed methodology. The procedures schemes are shown in Figures 4.2 and 4.3 with each symbol explained in Tables 4.1 and 4.2.

We have distributed the activities of the assistant between the two robotic arms: the left side arm is in charge of the bladder neck transection phase, provided with a grasper tool for mobilizing the catheter, while the right side arm takes care of the bladder mobilization and anastomosis with a pair of curved scissors, which are curved upward during the former phase to avoid puncturing the bladder. All motions are intended to be executed with collision-free trajectories considering both the main surgeon’s instruments and the anatomy as obstacles. The anastomosis for the assistant consists only in cutting the thread, which translates into motions toward the thread and then closing the jaws to cut.

4.3.1 Observers

Each robot observer is a statechart composed of 3 concurrent FSMs. The purpose of each observer is to identify the current state of the robot and to trigger events when a desired state is reached. The observed states are the Cartesian position of the manipulator’s end-effector, the rotation of the tool and the closure/opening state of the gripper. For instance, when the target rotation of the left arm is reached, the trigger $t_l^8$ is generated; when the tool is opened or closed, the triggers $t_l^{12}$ or $t_l^{10}$ are generated, respectively; $t_l^{14}$ or $t_l^{15}$ are generated when the target pose is reachable or not. The triggers for the right arm work in the same manner, please see Table 4.2 for the full list.

The force observer is made of an FSM with only two states. The purpose of this observer is to measure the interaction force, by means of the strain-gauges applied on the instrument shaft, of the autonomous robotic arm to verify whether a successful grasping happened. A threshold $W_t$ is set: if the measured force $W_m > W_t$, then the $t_l^1$ trigger is generated while transiting from state $O_l^1$ to $O_l^2$ occurs, otherwise it loops on the initial state $O_l^1$ generating the trigger $t_l^1$ continuously.

The catheter observer and the feature observer are two concurrent FSMs
Figure 4.2: Left arm procedure modeled as statechart (i.e., bladder neck transection). The observer states are represented by $O_i$, the surgeon states are represented by $S_j$, and the observed events and the triggers are labeled with $o_k$ and $t_k$, respectively.
Figure 4.3: Right arm procedure modeled as statechart (i.e., bladder mobilization, vesicourethral anastomosis). The observer states are represented by $O_i$, the survege states are represented by $S_j$ and the observed events and the triggers are labeled with $o_k$ and $t_k$ respectively.
Table 4.1: Description of symbols for observers, surgemes and triggers of the left arm in Figure 4.2.

<table>
<thead>
<tr>
<th>Observer</th>
<th>Observer Label</th>
<th>Surgeme</th>
<th>Surgeme Label</th>
<th>Event/Trigger</th>
<th>Event/Trigger Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₁</td>
<td>Force under threshold</td>
<td>S₁</td>
<td>Idle</td>
<td>o₁ / t₁</td>
<td>Force under threshold</td>
</tr>
<tr>
<td>O₂</td>
<td>Force over threshold</td>
<td>S₂</td>
<td>Follow the catheter</td>
<td>o₂ / t₂</td>
<td>Force over threshold</td>
</tr>
<tr>
<td>O₃</td>
<td>Looking for catheter</td>
<td>S₃</td>
<td>Approach the catheter</td>
<td>o₃ / t₃</td>
<td>Catheter found</td>
</tr>
<tr>
<td>O₄</td>
<td>Tracking the catheter</td>
<td>S₄</td>
<td>Open the tool</td>
<td>o₄ / t₄</td>
<td>Catheter vision lost</td>
</tr>
<tr>
<td>O₅</td>
<td>Features under threshold</td>
<td>S₅</td>
<td>Rotate the tool</td>
<td>o₅</td>
<td>Velocity over threshold</td>
</tr>
<tr>
<td>O₆</td>
<td>Features over threshold</td>
<td>S₆</td>
<td>Move to the grasping point</td>
<td>o₆ / t₆</td>
<td>Catheter stopped</td>
</tr>
<tr>
<td>O₇</td>
<td>Rotation in idle</td>
<td>S₇</td>
<td>Close the tool</td>
<td>o₇</td>
<td>Tool is rotating</td>
</tr>
<tr>
<td>O₈</td>
<td>Rotation moving</td>
<td>S₈</td>
<td>Check the grasping</td>
<td>o₈ / t₈</td>
<td>Goal rotation reached</td>
</tr>
<tr>
<td>O₉</td>
<td>Tool close</td>
<td>S₉</td>
<td>Wait for confirm grasping</td>
<td>o₉</td>
<td>Tool is closing</td>
</tr>
<tr>
<td>O₁₀</td>
<td>Tool moving</td>
<td>S₁₀</td>
<td>Pull more</td>
<td>o₁₀ / t₁₀</td>
<td>Tool closed</td>
</tr>
<tr>
<td>O₁₁</td>
<td>Tool open</td>
<td>S₁₁</td>
<td>Idle</td>
<td>o₁₁</td>
<td>Tool is opening</td>
</tr>
<tr>
<td>O₁₂</td>
<td>Robot idle</td>
<td>S₁₂</td>
<td>Pull less</td>
<td>o₁₂ / t₁₂</td>
<td>Tool open</td>
</tr>
<tr>
<td>O₁₃</td>
<td>Robot moving</td>
<td></td>
<td></td>
<td>o₁₃</td>
<td>Robot is moving</td>
</tr>
<tr>
<td>O₁₄</td>
<td>Speech recognition</td>
<td></td>
<td></td>
<td>o₁₄ / t₁₄</td>
<td>Goal reached</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₁₅ / t₁₅</td>
<td>Goal not reachable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₁₆ / t₁₆</td>
<td>Speech grasp catheter</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₁₇ / t₁₇</td>
<td>Speech retry</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₁₈ / t₁₈</td>
<td>Speech stop</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₁₉ / t₁₉</td>
<td>Speech pull more</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₂₀ / t₂₀</td>
<td>Speech pull less</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>o₂₁ / t₂₁</td>
<td>Speech close instrument</td>
</tr>
</tbody>
</table>
Table 4.2: Description of symbols for observers, surgemes and triggers of the right arm in Figure 4.3.

<table>
<thead>
<tr>
<th>Observer</th>
<th>Observer Label</th>
<th>Surgeme</th>
<th>Surgeme Label</th>
<th>Event/Trigger</th>
<th>Event/Trigger Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O^r_1$</td>
<td>Preoperative poses</td>
<td>$S^r_1$</td>
<td>Approach bladder</td>
<td>$\sigma^r_1/t^r_1$</td>
<td>On bladder top</td>
</tr>
<tr>
<td>$O^r_2$</td>
<td>Rotation in idle</td>
<td>$S^r_2$</td>
<td>Idle</td>
<td>$\sigma^r_2/t^r_2$</td>
<td>On bladder bottom</td>
</tr>
<tr>
<td>$O^r_3$</td>
<td>Rotation moving</td>
<td>$S^r_3$</td>
<td>Push bladder</td>
<td>$\sigma^r_3/t^r_3$</td>
<td>On safe pose</td>
</tr>
<tr>
<td>$O^r_4$</td>
<td>Tool close</td>
<td>$S^r_4$</td>
<td>Hold bladder</td>
<td>$\sigma^r_4$</td>
<td>Tool is rotating</td>
</tr>
<tr>
<td>$O^r_5$</td>
<td>Tool moving</td>
<td>$S^r_5$</td>
<td>Push less</td>
<td>$\sigma^r_5/t^r_5$</td>
<td>Goal rotation reached</td>
</tr>
<tr>
<td>$O^r_6$</td>
<td>Tool open</td>
<td>$S^r_6$</td>
<td>Push bladder here</td>
<td>$\sigma^r_6$</td>
<td>Tool is closing</td>
</tr>
<tr>
<td>$O^r_7$</td>
<td>Robot idle</td>
<td>$S^r_7$</td>
<td>Release bladder</td>
<td>$\sigma^r_7/t^r_7$</td>
<td>Tool closed</td>
</tr>
<tr>
<td>$O^r_8$</td>
<td>Robot moving</td>
<td>$S^r_8$</td>
<td>Safe pose</td>
<td>$\sigma^r_8$</td>
<td>Tool is opening</td>
</tr>
<tr>
<td>$O^r_9$</td>
<td>Speech recognition</td>
<td>$S^r_9$</td>
<td>Follow thread</td>
<td>$\sigma^r_9/t^r_9$</td>
<td>Tool open</td>
</tr>
<tr>
<td>$O^r_{10}$</td>
<td>Open scissor</td>
<td>$S^r_{10}$</td>
<td>Robot is moving</td>
<td>$\sigma^r_{10}$</td>
<td>Goal reached</td>
</tr>
<tr>
<td>$O^r_{11}$</td>
<td>Rotate scissor</td>
<td>$S^r_{11}$</td>
<td>Goal not reached</td>
<td>$\sigma^r_{12}/t^r_{12}$</td>
<td>Speech idle</td>
</tr>
<tr>
<td>$O^r_{12}$</td>
<td>Approach thread</td>
<td>$S^r_{12}$</td>
<td>Speech cut needle</td>
<td>$\sigma^r_{13}/t^r_{13}$</td>
<td>Speech stop</td>
</tr>
<tr>
<td>$O^r_{13}$</td>
<td>Cut thread</td>
<td>$S^r_{13}$</td>
<td>Speech idle</td>
<td>$\sigma^r_{14}/t^r_{14}$</td>
<td>Speech restart</td>
</tr>
<tr>
<td>$O^r_{14}$</td>
<td></td>
<td></td>
<td>Speech close</td>
<td>$\sigma^r_{16}/t^r_{16}$</td>
<td>Speech push more</td>
</tr>
<tr>
<td>$O^r_{15}$</td>
<td></td>
<td></td>
<td>Speech release</td>
<td>$\sigma^r_{17}/t^r_{17}$</td>
<td>Speech push here</td>
</tr>
<tr>
<td>$O^r_{16}$</td>
<td></td>
<td></td>
<td>Speech push less</td>
<td>$\sigma^r_{18}/t^r_{18}$</td>
<td>Speech release</td>
</tr>
<tr>
<td>$O^r_{17}$</td>
<td></td>
<td></td>
<td>Speech push here</td>
<td>$\sigma^r_{19}/t^r_{19}$</td>
<td>Speech stop</td>
</tr>
<tr>
<td>$O^r_{18}$</td>
<td></td>
<td></td>
<td></td>
<td>$\sigma^r_{20}/t^r_{20}$</td>
<td></td>
</tr>
<tr>
<td>$O^r_{19}$</td>
<td></td>
<td></td>
<td></td>
<td>$\sigma^r_{21}/t^r_{21}$</td>
<td></td>
</tr>
<tr>
<td>$O^r_{20}$</td>
<td></td>
<td></td>
<td></td>
<td>$\sigma^r_{22}/t^r_{22}$</td>
<td></td>
</tr>
</tbody>
</table>
composed of two states with transitions that allow to loop in both states. To detect the catheter we used a template matching algorithm which finds areas of an image that match (i.e. similar) to a reference image $T$ (called patch), which in our case is the tip of the catheter. We also restrict the search area in the endoscope image $I$ projecting the position of the teleoperated da Vinci® arm to the camera image plane and we create a fixed size Region Of Interest (ROI) $\hat{I}$. We compare the template image against the source image by sliding it, moving the patch one pixel at a time. At each location, a metric is calculated to check how similar the patch is to that particular area of the source image. For each location of $T$ over $\hat{I}$, the metric is stored within a matrix $R$. Each location $(x, y)$ in $R$ contains the match metric. In our experiments we used the following metric

$$R(x, y) = \frac{\sum_{x', y'} (T(x', y') \cdot \hat{I}(x + x', y + y'))}{\sqrt{\sum_{x', y'} T(x', y')^2 \cdot \sum_{x', y'} \hat{I}(x + x', y + y')^2}}.$$ 

Once a match higher than a pre-defined threshold is detected, the catheter is assumed to be found and we estimate a grasping point on it. Afterwards, salient features can be identified and tracked from frame to frame while the da Vinci® instrument is pulling up the catheter. Features extraction is performed by using Shi-Tomasi algorithm [93], which evaluates the difference in intensity for a displacement of $(u, v)$ in all directions. For corner detection we have to maximize the following function

$$E(u, v) = \sum_{x, y} w(x, y) \left( \hat{I}(x + u, y + v) - \hat{I}(x, y) \right)^2.$$ 

The extracted features are given to the optical flow function frame by frame to ensure that the same points are being tracked. Optical flow assumes that the pixel intensities of an object do not change between consecutive frames and the neighbouring pixels have similar motion. We used Lucas-Kanade implementation [94], which takes a $3 \times 3$ patch around each feature point to estimate its motion. The tracked features are projected in 3D by using the depth map of the RGB-D camera and then their centroid are calculated to obtain the position of the catheter in the world reference system. We also use a Kalman filter [95] to increase the accuracy of the tracking process and to handle occlusions given by tools and/or by the lack of depth information from the RGB-D camera. The model used in the filter is a position-velocity double integrator with an additional damping term to converge the velocity to zero in case of extensive occlusions. The prediction is corrected every time a measurement of the catheter’s position is available.
When the catheter is found the transition from $O^l_3$ to $O^l_4$ is performed, triggering the event $t^l_3$; when the track is lost the opposite state transition is computed triggering the event $t^l_4$. The feature observer estimates the catheter odometry and checks whether the linear speed of the catheter goes over and then below two thresholds $W^\text{max}_t$ and $W^\text{min}_t$ within a sliding window $T_t$. This observer is used during the procedure to detect whenever the main surgeon has completely extracted the catheter from the prostate and is ready to give it to the autonomous robotic arm. Practically, if the measured speed $W_m > W^\text{max}_t$ and then within $T_t$ seconds $W_m < W^\text{min}_t$, the transitions from $O^l_5$ to $O^l_6$ and then back to $O^l_5$ are performed, triggering the event $t^l_6$.

An instance of the speech observer is available to each arm and they are FSMS composed of a single state (e.g., $O^l_{14}$, $O^r_9$). The state runs a speech recognition algorithm that adopts Natural Language Processing (NLP) to map commands by the surgeon into triggers.

The preoperative observer is in charge to generate a trigger when the robot’s end-effector reaches a predefined position in the anatomy. The FSM is composed of a single state $O^r_1$, with as many transitions as the number of predefined positions. For instance, for the right arm there are three transitions $t^r_1$, $t^r_2$ describing landmarks on the bladder and $t^r_5$ which describes the idle position for the arm.

### 4.3.2 Surgemes

Only 4 types of surgemes have been implemented to accomplish the whole procedure under study

- **No operation surgeme** is used to keep the robot in the current state. No operation is performed until a transition is done. This surgeme is used in the states $S^l_1$, $S^l_9$, $S^l_{11}$, $S^l_2$, and $S^l_4$.

- **Motion surgeme** interpolates a trajectory from the current position to the target position. The target position is given as a parameter to the surgeme. If the target position is changed at run-time the trajectory is re-computed. This surgeme is used in the states $S^l_2$, $S^l_3$, $S^l_6$, $S^l_8$, $S^l_{10}$, $S^l_{12}$, $S^r_1$, $S^r_3$, $S^r_5$, $S^r_6$, $S^r_7$, $S^r_8$, $S^r_9$, and $S^r_{12}$.

- **Rotate tool surgeme** is used to rotate the tool around its main axis. It takes as argument the desired absolute rotation. This surgeme is used in the states $S^l_1$ and $S^r_{11}$.
• *Open/close surgeme* is used to open or close the grasper/scissors. It takes as argument the desired target closing percentage e.g., 100% means totally closed. This surgeme is used in the states $S_{5}^{l}$, $S_{7}^{l}$, $S_{10}^{l}$, and $S_{13}^{l}$.

### 4.3.3 Left arm procedure

The procedure for the left arm is composed of two phases: the *idle phase* and the *bladder neck transection phase*. Since the experiment is performed in a semi-autonomous scenario, while the main surgeon is dissecting the bladder neck, the robotic assistant does not have to accomplish any specific task. For this reason, in the *idle phase* the tool stays in a safe position allowing the main surgeon to operate. In this phase, the autonomous system is waiting for the trigger $t_{16}^{l}$ which corresponds to the speech command “left arm grasp the catheter”, which allows the phase transition to the *bladder neck transection phase*.

The *bladder neck transection phase* is composed of three actions: *follow action*, *grasp action* and *pull action*. The first action has the purpose to follow the catheter by keeping a safe distance, while the second one is designed to grasp the catheter. The last action pulls the catheter towards the pelvis bones and handles any possible positioning adjustments requested by the main surgeon. The transition from *follow action* to *grasp action* is enabled when the catheter stops after reaching a threshold velocity (trigger $t_{6}^{l}$). The *grasp action* progressed only into three possible transitions which depend on the internal current state $S_{9}^{l}$: if $t_{17}^{l}$ is triggered by the surgeon command “left arm retry”, the effect is a reset of the internal state to the initial one of the action; if the measured force on the tool is under threshold, $t_{1}^{l}$ is triggered and the state doesn’t change as it waits for a slight pull by the surgeon to verify the grasp; finally, if the force is above the threshold ($t_{5}^{l}$), the current action is changed to *pull* as the grasp is considered achieved.

**Follow action**

This action is composed of two surgemes $S_{1}^{l}$ and $S_{2}^{l}$. The system remains in the initial state $S_{1}^{l}$ until the catheter becomes visible (trigger $t_{3}^{l}$), a condition that fires the state transition to $S_{2}^{l}$ in which the left SARAS arm (SARAS2) follows the catheter within a predefined safe distance from the surgeon’s tool currently grasping the catheter.
Grasp action

This action is composed of seven surges. The initial one ($S^l_1$) consists of a motion towards the catheter to signal the surgeon that the correct sequence of events towards the grasping action is occurring. When the tool reaches the desired position (trigger $t^l_{14}$), the next state is set to $S^l_4$ to rotate the tool relative to the catheter’s attitude. Once the desired rotation has been reached ($t^l_8$), the controller transits to the state $S^l_5$ where the manipulator opens the grasper. At this point, when the grasper is successfully open ($t^l_{12}$), the next surgerem in $S^l_6$ moves the tool to the final grasping point, which is computed as the current position of the da Vinci® tooltip, with a small offset to avoid tool collisions. Now, the system can transit to $S^l_7$ whenever either the desired grasping point is reached ($t^l_{14}$) or the speech command “left arm close the instrument” ($t^l_{21}$) is requested. In this surgerem ($S^l_7$) the left arm closes the grasper and, once the tool has been totally closed ($t^l_{10}$), the next state is set to $S^l_9$. At this point, the tool is commanded back slightly along the RCM axis to carefully pull the catheter and thus verify whether the grasping was truly successful. When the desired position is reached ($t^l_{14}$), the system transits to the next state $S^l_9$ which is a no operations surgerem.

Pull action

This action is composed of three surges, with the initial state $S^l_{10}$ used to move the manipulator towards a point defined as the maximum traction point (from the pre-registered map). The transition to the next state $S^l_{11}$ could happen if the desired position is reached (trigger $t^l_{14}$) or the “left arm stop” speech command ($t^l_{18}$) is provided by the main surgeon. The state $S^l_{11}$ is a no operations surgerem and is intended to be the final surgerem of the procedure. If the speech command “left arm pull more” ($t^l_{19}$) is provided, the next state goes back to $S^l_{10}$; if the speech command is “left arm pull less” ($t^l_{20}$), the next state is set to $S^l_{12}$. This state moves the tool to a point nearby the bladder neck to release the catheter, and the next state is set to $S^l_{11}$ if the desired position is reached or if the “left arm stop” sentence $t^l_{18}$ is detected.

4.3.4 Right arm procedure

The procedure for the right arm is limited to three phases due to the scissors tool: these are the idle, the bladder mobilization, and the vesicourethral anastomosis phases. The idle phase is again used to keep the robot in a safe configuration and far from the main surgeon’s tools. When the “right arm
“push down the bladder” speech command is provided (trigger $t_{13}$) the system transits to the bladder mobilization phase. This phase is composed of three actions: approach action, push action and release action. The first action approaches the upper part of the bladder, while the second action pushes the bladder down and handles any possible adjustment of the applied pressure or contact point. The last action releases the bladder and moves back the manipulator to the safe position. The transition from the approach action and the push action happens when the end-effector reaches the top of the bladder ($t_1$). The transition from push action to release action occurs when the “right arm release” command is provided ($t_{21}$). When trigger $t_{14}$ is fired, following the “right arm cut the needle” speech command, a phase change occurs towards the vesicourethral anastomosis phase. This phase, the last one of the procedure, is composed of a single action cut action consisting of moving the scissors to the thread and cut it.

**Approach action**

This action is composed of two surgemes $S_1^r$ and $S_2^r$. The initial state is $S_1^r$ where the end-effector is moved to the top of the bladder. In case the surgeon needs to stop the motion, the speech command “stop” ($t_{22}$) changes the current surgeme to $S_2^r$. In the state $S_2^r$ the robot is still and it keeps this state until the speech command “right arm retry” is provided ($t_{22}$).

**Push action**

This action is composed of four surgemes, where the initial state $S_3^r$ moves the robot to the bottom of the bladder increasing the pressure applied until either a “stop” speech command is received ($t_{22}$) or the bottom position is reached ($t_{11}$). In any case, the next state $S_4^r$ keeps the robot still and holds the bladder down. From this state three speech commands could fire a state transition: “right arm push more” ($t_{18}$) which sets the next state back to $S_3^r$; “right arm push less” ($t_{19}$) which let to transit to the state $S_5^r$ or “right arm push here” ($t_{20}$) which triggers the transition to the state $S_6^r$. The state $S_5^r$ moves the arm to the top of the bladder, decreasing the applied pressure until either a “stop” speech command is received ($t_{22}$) or the position is reached ($t_{11}$). The state $S_6^r$ moves the arm towards the main surgeon tool and is used to apply pressure to a different point. When the “stop” speech command is received ($t_{22}$) or the goal is reached ($t_{11}$), it transits back to $S_4^r$. 
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Release action

This action is composed of two surgemes $S_r^7$ and $S_r^8$. The initial state $S_r^7$ moves the tool back on the top of the bladder. When the desired position is reached ($t_{11}$), the state transits to $S_r^8$ which moves the tool to the safe position.

Cut action

This action is composed of five surgemes. The initial state $S_r^9$ moves the robotic arm towards the position of the thread (which is in our case nearby the tip of the main surgeon’s tool). When the desired thread position is reached ($t_{11}$), the system transits to $S_r^{10}$ where the scissors are opened. When the tool is fully open, the trigger $t_r^9$ is generated and the next state is set to $S_r^{10}$ where the tool is rotated to be perpendicular to the thread. Once the desired rotation is reached ($t_r^5$), the state is set to $S_r^{12}$ and the manipulator approaches the thread. In case the thread position is reached ($t_{11}$) or the speech command “right arm close the instrument” ($t_{22}$) is requested by the main surgeon, the next state is set to $S_r^{13}$ and the robot cuts the thread. If the thread is missed, the surgeon can request by the command “right arm release” ($t_{21}$) to restart the action from $S_r^9$, otherwise the phase is completed.

4.4 RARP execution and validation

To validate the proposed architecture, three surgeons with experience in robotic-assisted radical prostatectomy have been invited to execute the procedure in cooperation with the SARAS autonomous system. Before the validation, each surgeon has been briefed on the functionality of the system with an explanation on the speech commands list, the way the autonomous system detects the catheter, and the instructions on the user interface available to them in the da Vinci® console; the whole training took approximately twenty minutes. In total, the validation is composed of 38 executions of SARAS-related phases of the RARP, including 10 repetitions of the bladder mobilization, 14 of the bladder neck transection, and 14 of the vesicourethral anastomosis. In the following paragraphs, we proceed with an in-depth analysis of the bladder neck transection phase due to its comprehensive application of all the surgemes and its extensive interaction with the main surgeon. In Figure 4.4 a sequence of snapshots shows the main steps of the phase and in Figure 4.5 a sequence diagram shows the temporal relation between transitions.

The procedure starts in the idle phase with the configuration shown in Figure 4.4a. The robot is still in a safe position waiting for the surgeon’s speech
Figure 4.4: A series of snapshots taken from the experimental validation during the bladder neck transection. State transitions are indicated in the captions as arrows and since some of them occurs quickly the transitions are sometimes grouped together in the same snapshot. A detailed view of the transitions occurrences is available in Figure 4.5.
Figure 4.5: The sequence diagram shows the time when each transition occurred during the bladder neck transection. The time flow is represented by the vertical dashed lines. A transition that occurred between two states is indicated as an arrow, the label above the arrow indicates the trigger which activates the transition. On the right side of the diagram, the transition times are reported. The red, blue, and black colours are used to group the transitions occurring for phases, actions and surgemes respectively.
command to trigger the bladder neck transection phase. When the command is received ($t_{16}$), the system transits to the bladder neck transection phase. As consequence also the current action and surgeme are modified, which are set respectively to Follow and $S^1_l$, as shown in Figure 4.4b. In the meantime, the catheter observer is working concurrently, searching for the presence of the catheter.

Once the catheter is found ($t^l_3$) the current surgeme transits to $S^1_l$, and the autonomous system moves the end-effector at 3.5 cm apart from the catheter position as shown in Figure 4.4c. The main surgeon starts the catheter extraction by grasping and pulling upward the catheter with the intent of placing the catheter tip in a position that facilitates the grasping by the autonomous system. In the meantime, the feature observer analyzes the catheter velocity profile with respect to the threshold and action transitions. As shown in Figure 4.6a, the velocity exceeds the threshold for a sufficient time at 28.01 s and then drops to a value approximately close to 0 at 28.61 s. This behavior makes the feature observer to trigger $t^l_6$, thus the transition from follow to grasp is executed. Consequently, the current state of the surgeme is set to $S^2_l$, as shown in Figure 4.4d. The autonomous system moves the end-effectors of the left SARAS arm at 1 cm distance to the catheter ($S^3_l$); then it rotates the tool ($S^4_l$), opens the grasper ($S^5_l$), and moves again the tool at the grasping point ($S^6_l$) computed with respect to the current catheter position. The next transition guards are waiting for the triggers $t^l_{14}$ and $t^l_{21}$: the former is given when the grasping point position is reached, while the latter is provided by the speech observer when the “left arm close the instrument” command is pro-
vided. When \( t_{14} \) and \( t_{21} \) are triggered, the surgeme \( S_7 \) closes the gripper, \( S_8 \) moves the end-effector to verify the grasping, which is followed by \( S_9 \) which puts the statechart in an idle state waiting for confirmation to continue. As shown in Figure 4.4e during this attempt, the gripper missed the catheter. For this reason, the surgeon triggers the transition \( t_{17} \), with the “left arm retry” speech command, as shown in Figure 4.4f bringing back the current state to \( S_3 \). The execution is the same as before until the current state reaches \( S_6 \): this time the grasping is successful as shown in Figure 4.4g and the autonomous system reaches \( S_9 \) extracting the catheter as shown in Figure 4.4h.

The surgeon pulls the catheter in order to generate a force on the autonomous arm which is monitored by the force observer. If the force reaches the desired threshold, the grasping is strong enough to proceed with the next phase of the procedure. Figure 4.6b shows the force profile.

Since the monitoring is performed by directly sensing the torques applied at the joints, these measurements could exceed the threshold multiple times during the motion execution due to the motor’s controller action. For this reason, the transition could occur only when the surgeme state is \( S_6 \), which guarantees that the robot has already executed every step necessary to grasp the catheter and it is still. When the force exceeds the threshold \( (t_2) \), the current action moves to \textit{Pull}, and the actual surgeme is set to \( S_1 \). Then the end-effector is moved to the pulling point and when the goal is reached the surgeme \( t_{14} \) switches the current state to \( S_{11} \) as shown in Figure 4.4. The surgeon requests “left arm pull less” \( (t_{26}) \) with the specific speech command which sets the current state to \( S_{12} \) and the end-effector is moved near the bladder neck position as shown in Figure 4.4k. When the position is reached \( (t_{14}) \) the system gets back to the surgeme \( S_{11} \). The catheter is retracted by the autonomous arm according to the main surgeon’s instructions. At this point, the surgeon gives the speech commands to pull the catheter and to stop the motion when the end-effector reaches the desired position. This corresponds to the transition from \( S_{10} \) to \( S_{11} \), and then back to \( S_{10} \) again. The catheter extraction is so concluded with success.

### 4.4.1 Execution evaluation and analysis

We have evaluated the developed system for autonomous RARP in terms of \textit{phase success rate}, which is expressed as the number of succeeded phases on the total number of executions. We consider to be a successful phase whenever the surgeon is able to accomplish the goal without any fatal error (e.g., damages to the robots or the patient). Any time the surgeon has encountered minor issues
(e.g., missing the thread or the catheter grasping), but they has been able to recover the phase without any external intervention, the phase is considered successful. The first phase, the bladder mobilization, has minimal interaction with the surgeon, and its success is closely linked to the calibration of the robot with respect to the environment. For this reason, it has required a minimal amount of tests to accomplish the validation, with all of the performed tests being successful. No minor nor fatal issues have been encountered in testing this phase. The validation of the second phase, the bladder neck transection, in only one test out of 14 has encountered a fatal error which prevented the phase completion. The issue was caused by an erroneous value of the force threshold which let the statechart unable to transit on the trigger \( t_2 \) to the Pull action. This was caused by a technical mishap preventing the run-time threshold adaptation and the following procedure interruption. This phase also brought out several minor inconveniences, such as few collisions with the da Vinci® arms, minor collisions with the bladder during the movement of the SARAS 2 arm and misinterpreted speech commands promptly recovered by the surgeons’ direct intervention. Finally, during the vesicourethral anastomosis phase validation, the system encountered a fatal error out of 14 executions. The issue was caused by the surgeon, since he/she failed to correctly point the desired needle approach position causing the SARAS1 arm to start moving toward an undesired and non-reachable configuration. This caused the robot to halt in a non-reachable position that led to a control system lock and a fatal error. Another issue we faced during this last phase was the SARAS 1 arm failure to accomplish the needle’s thread cut. This can be caused by erroneous indications from the main surgeon mainly due to the low resolution of the images displayed on the da Vinci® console available with the dVRK platform. These failures, however, only led to the repetition of the positioning of the arm near the thread, but they did not prevent the phase completion.
Chapter 5

Improved passivity-based bilateral teleoperation

Bilateral teleoperation systems allow the telepresence of an operator while working remotely. Such ability becomes crucial when dealing with critical environments like R-MIS [98]. As mentioned in Chapter [4] in this thesis teleoperation plays an important role while handling unexpected events, i.e., when the assistant surgeon has to take over the SARAS arms.

The main properties of a teleoperation system are stability and transparency which, in general, are in contrast and they cannot be fully achieved at the same time. In the field of bilateral teleoperation a system is said to be transparent if the mechanical impedance felt by the user is the same as the impedance of the environment. The two-layer architecture is a passivity-based control technique able to guarantee the stability even in case of time delays in the communication channel and when the slave robot interacts with unknown environment. Such control methodology exploits the concepts of energy tanks [99], [100] and its main advantage is in the hierarchical subdivision between the transparency layer and the passivity layer. Energy tanks exploit the concept of passivity to build flexible and passivity-preserving interconnection. The larger the passivity margin, the more the system can absorb the energy generated by non-passive actions (e.g. changing the stiffness in a viscoelastic coupling) while preserving its passivity. The energy dissipated by the system is stored in a (virtual) energy tank and can be reused for implementing
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any desired control action in a passivity-preserving way.

In fact, the transparency layer computes the desired command and then the passivity layer modulates if needed the desired command to ensure a passive control action. This decomposition allows the implementation of different transparency policies without changing the passivity layer. Nonetheless, as we will see in Chapter 6, this solution can prevent an optimal control strategy.

In the following, we will present a novel theoretical formulation of the energy tank that improves the use of energy, allowing a consistent flow of energy between all the systems of the teleoperation architecture. Then, we will present an optimal modulation strategy to ensure a robustly stable behaviour for the system and the best passive implementation of the desired control input. This allows to get rid of all the heuristics which are in general adopted when the energy in the tank is not sufficient for implementing the desired control. All the results presented in this chapter assume constant communication delay. In general, the delay can be time-varying and some packets can get lost during the communication. Nonetheless, the results can be easily extended to passively dealing with these phenomena exploiting the strategy proposed in [101].

The validation of the methodologies proposed in this chapter has been performed on platforms different from the autonomous arms used in SARAS. Nonetheless, we plan to test such techniques with the Franka Emika arms soon.

5.1 State of the art

In [102] the transparency of the teleoperation in case of no communication delays is achieved using a coupling between the transmitted impedance and the impedance of the environment. The work of [103] introduced two new components in the teleoperation architecture: the passivity observer and the passivity controller. These components keep track of the energy entering or leaving the operator and environment sides and in case of instability dissipate the exceeding energy adding artificial damping. Passivity-based control strategies have been proven to be very successful since they allow to robustly handle the interaction with unstructured environments and to compensate the destabilizing effects of the communication delay. For example, the wave variables developed in [104]–[106] are one of the main tools used to design a stable teleoperation system and have been exploited for decades. Based on the scattering transformation, the wave variables encrypt the power variables (velocities and forces) exchanged between the local and the remote sides to turn the communication channel into a passive element, regardless of the time delays. Furthermore, if
both the local and remote sides are passive, the overall teleoperation architecture is passive too and thus stable. In [107] a PD-like coupling is used for robustly joining the local and the remote robots and in [108] a synchronization dynamics is implemented for achieving asymptotic position tracking. In these cases, a spurious force necessary for stabilization affects the force felt by the operator. The main drawback of passivity-based approaches is that passivity may hide the real interaction force that should be felt by the user.

Starting from the Time Domain Passivity Control (TDPC) algorithm developed in [109], its application to bilateral telemanipulation had been proposed in [110]. In their approach, two elements are introduced: the passivity observer (PO) and the passivity controller (PC). The PO monitors the energy flow into the system and a time-varying damping element, the PC, is activated to dissipate the excessive energy when necessary. An improved version of this kind of architecture, the Power-based Time-Domain Passivity Control (PTDPC), has been proposed in [111], where the power flow, rather than the energy flow, is monitored in order to achieve a smoother activation of the PC. Alternative approaches are based on the idea of predicting the non-delayed output of the plant by exploiting a model of the system, and so compensating the problem introduced by the delays. An example is the linear predictive controller called Smith predictor [112]. Unfortunately the linear approximation can degrade the effectiveness of the proposed method. In fact, in a teleoperation system, the local and the remote devices are haptic interfaces or robotic manipulators, which model is typically non-linear and may also vary with time (e.g., in case of user interaction or object picking).

In [113] a recurrent neural network has been introduced to model the remote robot non-linearity and taken into account it with a linear Smith predictor in order to improve the performance of the system. In [114] an adaptive control algorithm has been proposed to deal with time-varying environment dynamics. In [115] an online training of the network allows the system to estimate and map the remote device and environment dynamics at the local side. This increases the usability of the system, especially in the presence of substantial delays in the communication channel. Recently, several approaches trying to get rid of unwanted dynamic behaviours felt by the user have been proposed: from the use of variable dampers in [116], to the set-point modulation strategy in [117].

The two-layer architecture has been extended also to a multi-local multi-remote (MLMR) systems in [118] by introducing the concept of shared energy tank. A single tank is placed at each side of the teleoperation architecture and all the devices belonging to the same side share the energy inside that tank.
This allows thus to decrease the conservativeness introduced by the passivity preservation and to increase the transparency. Even though this architecture guarantees the stability of the system while allowing high level of flexibility and transparency, there are some drawbacks from the energy management point of view: energy is often wasted when the energy tank needs to be bounded.

If the energy stored in the tank is not sufficient for implementing the desired input, many application-dependent heuristics are exploited for guaranteeing an effective passivity-preserving implementation of the desired signal \[119\]–\[121\]. Recently, a different perspective on passivity has been addressed: passivity is considered as a constraint over which the behaviour to be implemented should be optimized \[122\], \[123\].

### 5.2 Novel energy tank dynamics

Let a gravity compensated robotic manipulator be modelled by the following $n$-DOFs Euler-Lagrange system

$$
B_w(x_w(t)) \ddot{x}_w(t) + C_w(x_w(t), \dot{x}_w(t)) \dot{x}_w(t) = F^c_w(t) + F^e_w(t)
$$

(5.1)

where $x_w(t) \in \mathbb{R}^n$ are the coordinates of the configuration of the end-effector in the task space with $w \in \{l, r\}$. The subscripts $l$ and $r$ are used to indicate the local and the remote side, respectively. The term $B_w(x_w(t)) \in \mathbb{R}^{n \times n}$ is the symmetric and positive-definite inertia matrix, $C_w(x_w(t), \dot{x}_w(t)) \in \mathbb{R}^{n \times n}$ is the Coriolis/centrifugal matrix. The term $F^c_w(t) \in \mathbb{R}^n$ represents the control inputs vector while $F^e_w(t) \in \mathbb{R}^n$ is the vector of generalized external forces (i.e., the force applied by the user or the force applied on the environment). For ease of notation we consider that all robots have the same number of DOFs. All the results can be easily generalized to the case where the robots have a different number of DOFs. With a slight abuse of notation, we will hereafter use $B_w(t)$ and $C_w(t)$ to indicate, respectively, the value of $B_w(x_w(t))$ and $C_w(\dot{x}_w(t), x_w(t))$ at time $t$. Moreover, for clarity of presentation, we will omit the time-dependence of the variables when the context is clear.

In order to be able to fill the tank when necessary, a controlled dissipation is implemented on each robot, and the dissipated energy flows into the tank. This can be done by splitting the control input of each robot into the sum of two terms

$$
F^c_w(t) = \phi^d_w(t) + \phi^l_w(t).
$$

(5.2)

The first term implements a variable local damping

$$
\phi^d_w(t) = -D_w(t)\dot{x}_w(t)
$$

(5.3)
where $D_w(t) \in \mathbb{R}^{n \times n}$ is a time-varying positive semi-definite matrix. The second term $\phi^t_w(t)$ is the control input. By embedding the damping injection into (5.1) we get the following damped Euler-Lagrange model for each robot

$$B_w \ddot{x}_w + C_w \dot{x}_w + D_w \dot{x}_w = \phi^t_w + F_{ext}^w \quad (5.4)$$

An energy tank needs to be placed at each side of the teleoperation system. With respect to the formulation of the shared energy tank in [118] we also propose the following formulation

$$\begin{cases}
\dot{x}_{tw} = \sigma_w \left( \frac{x_T^T D_w \dot{x}_w}{x_{tw}} + u_{tw} \right) \\
y_{tw} = \frac{\partial T_w}{\partial x_{tw}}
\end{cases} \quad (5.5)$$

where $x_{tw} \in \mathbb{R}$ is the state of the tank, $(u_{tw}, y_{tw}) \in \mathbb{R}^2$ is the power port through which the tank can exchange energy with the rest of the world, and

$$T_w(x_{tw}) = \frac{1}{2} x_{tw}^2 \quad (5.6)$$

is the energy stored in the tank. Each robot is interconnected to the energy tank to use the stored energy to execute the desired action. This can be done by implementing the following power preserving interconnection between the robots and the energy tanks

$$\begin{cases}
\phi^t_w = \omega_w y_{tw} \\
u_{tw} = -\omega^T_w \dot{x}_w
\end{cases} \quad (5.7)$$

such that

$$\dot{x}_w^T \phi^t_w = -u_{tw} y_{tw} \quad (5.8)$$

which means that each robot can extract/inject energy from/into the tank. The whole teleoperation system is then modelled by

$$\begin{cases}
B_w \ddot{x}_w + C_w \dot{x}_w + D_w \dot{x}_w = \omega_w x_{tw} + F_{ext}^w \quad (5.9a) \\
\dot{x}_{tw} = \sigma_w \left( \frac{x_T^T D_w \dot{x}_w}{x_{tw}} - \omega^T_w \dot{x}_w \right) \quad (5.9b)
\end{cases}$$

The term $\sigma_w \in \{0, 1\}$ is used to limit the energy stored into the tank, because as described in [117], it is necessary not to store too much energy in the tank in order to avoid the implementation of practically unstable behaviours. In [118] the upper bound of the energy stored in the tank was defined as

$$\sigma_w = \begin{cases} 
0 & \text{if } T_w(x_{tw}) = T_{w}^{max} \\
1 & \text{otherwise}
\end{cases} \quad (5.10)$$
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causing a wasting of energy. Here, we propose to design a novel energy upper bounding strategy where the whole excess of energy can be reused, decreasing the conservativeness of the overall system. In [118], when the tank is full, $\sigma_w$ is used to bound only the dissipation term

$$\dot{x}_w^T D_w \dot{x}_w$$

while the energy introduced by the controller $\omega^T_w \dot{x}_w$ is used or wasted if the energy is extracted or injected, respectively. We aim to develop a less conservative system allowing the excess of energy to be reused within the architecture. We re-define the terms $\sigma_w$ as follows:

$$\sigma_w = \begin{cases} 0, & \text{if } T_w(x_{t_w}) = T_{w}^{\text{max}} \wedge \frac{\dot{x}_w^T D_w \dot{x}_w}{x_{t_w}} - \omega^T_w \dot{x}_m > 0 \\ 1, & \text{otherwise} \end{cases}$$

where $T_{w}^{\text{max}}$ represents the energy upper bound. The novel shared energy tank allows to bound the maximum level of energy stored into the tank by energetically disconnecting the tank from the robots. It is worth noting that the disconnection occurs only when $\sigma_w = 0$, that is

$$T_w(x_{t_w}) = T_{w}^{\text{max}}$$

and

$$\frac{\dot{x}_w^T D_w \dot{x}_w}{x_{t_w}} - \omega^T_w \dot{x}_m > 0$$

This means that the energy tank is full (5.13) and the overall control action is dissipative (5.14) (i.e., injecting energy into the tank), and so it is safe to decouple the tank and the robot. In this situation, the energetic disconnection between the tank and the robots allows to keep the energy stored into the tank constant to the maximum value $T_{w}^{\text{max}}$, since no more energy can flow to the tank.

When $\sigma_w = 0$, the extra energy would produce an evolution of $\dot{x}_{t_w}$ represented by the term

$$\frac{\dot{x}_w^T D_w \dot{x}_w}{x_{t_w}} - \omega^T_w \dot{x}_w$$

Since $\sigma_w = 0$, this extra energy does not produce any effects on the tank level and it can not be reused by the system. Nevertheless, in a multiple tanks system, this extra energy can be sent to the tank at the other side of the network, i.e., from the local side to the remote side or vice-versa. This formulation of the shared energy tank will be implemented and analysed in the next section where the overall teleoperation architecture is considered. Another
problem related to the level of energy stored into the tank is its minimum value: if \( x_{tw} = 0 \), i.e., no energy left in the tank, the (5.9) becomes singular. To avoid this problem we initialize the tank with some energy \( T_{wm}^{\text{min}} > 0 \) and we prevent excessive energy extraction by designing the value of the local damping of each robot

\[
D_w = \begin{cases} 
D_w^{\text{min}}, & \text{if } T_w(x_{tw}) > T_w^{b_{\text{max}}} \\
\xi(T_w(x_{tw})), & \text{if } T_w^{b_{\text{min}}} \leq T_w(x_{tw}) \leq T_w^{b_{\text{max}}} \\
D_w^{\text{max}}, & \text{if } T_w(x_{tw}) < T_w^{b_{\text{min}}}
\end{cases}
(5.16)
\]

as shown in [118]. If the energy in the tank exceeds the energy upper threshold \( T_w^{b_{\text{max}}} \) the local damping injection of the robot is set to a minimum level \( D_w^{\text{min}} \) since harvesting energy is not needed. If the energy in the tank is going below the energy lower threshold \( T_w^{b_{\text{min}}} \), the local damping injection of the robot is set to a maximum level \( D_w^{\text{max}} \), in order to fill energy into the tank as quickly as possible. Otherwise \( D_w = \xi(T_w(x_{tw})) \), where \( \xi(T) : \mathbb{R} \rightarrow \mathbb{R}^{n \times n} \) is any smooth non-increasing function such that \( D_w = D_w^{\text{min}} \) if \( T_w(x_{tw}) = T_w^{b_{\text{max}}} \) and \( D_w = D_w^{\text{max}} \) if \( T_w(x_{tw}) = T_w^{b_{\text{min}}} \). The choice of \( \xi(T_w(x_{tw})) \) guarantees a smooth transition between \( D_w^{\text{min}} \) and \( D_w^{\text{max}} \), without discontinuities in the forces applied to the devices.

The modulation factor \( \omega_w \) can be set as in [118], [124] such that if the energy stored in the tank is less than a user-defined threshold a scaled version of the desired input is implemented. In the worst case such modulation must implies that no commands will be implemented in order to preserve passivity.

**Proposition 1.** The system in (5.9) is passive with respect to the pair \((F_w^{\text{ext}}, \dot{x}_w)\).

**Proof.** The kinetic energy \( V_w(t) \) of the system in (5.9a) is given by the sum of the kinetic energies of all the robots at the \( w \) side and can be defined as

\[
V_w(t) = \frac{1}{2} \dot{x}_w^T(t) B_w(t) \dot{x}_w(t) 
(5.17)
\]

while \( \dot{V}_w(t) \) is given by

\[
\dot{V}_w(t) = \dot{x}_w^T(t) B_w(t) \dot{x}_w(t) + \frac{1}{2} \dot{x}_w^T(t) \dot{B}_w(t) \dot{x}_w(t) 
(5.18)
\]

Using (5.9a) we can rewrite (5.18) as

\[
\dot{V}_w(t) = \dot{x}_w^T(t) \omega_w x_{tw} + \dot{x}_w^T(t) F_w^{\text{ext}} - \dot{\dot{x}}_w^T(t) D_w \dot{x}_w + \dot{x}_w^T(t) (\dot{B}_w(t) - 2C_w(t)) x_w(t) 
(5.19)
\]

and since \( \dot{B}_w(t) - 2C_w(t) \) is skew symmetric, then the last term disappear and thus we can further rewrite (5.18) as

\[
\dot{V}_w(t) = \dot{x}_w^T(t) \omega_w x_{tw} + \dot{x}_w^T(t) F_w^{\text{ext}} - \dot{x}_w^T(t) D_w \dot{x}_w 
(5.20)
\]
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Substituting (5.9b) in (5.6) we can write $\dot{T}_w(t)$ as

$$\dot{T}_w(t) = \sigma_w(x_w^T D_w \dot{x}_w - x_{tw} \omega_{tw}^T \dot{x}_w)$$  \hfill (5.21)

Now, consider as a storage function the total energy of the teleoperation system (5.9)

$$V(t) = V_w(t) + T_w(t)$$  \hfill (5.22)

where $V_w(t)$ represents the energy associated to the local or remote side and $T_w$ the energy stored in the corresponding tank. From (5.22) it follows that

$$\dot{V}(t) = \dot{V}_w(t) + \dot{T}_w(t)$$  \hfill (5.23)

Substituting (5.20) and (5.21) in (5.23) we obtain

$$\dot{V}(t) = x_w^T F_{ext}^w - (1 - \sigma_w)(x_w^T D_w \dot{x}_w - x_{tw} \omega_{tw}^T \dot{x}_w)$$  \hfill (5.24)

From (5.12), $\sigma_w \in \{0, 1\}$ and $\sigma_w = 0$ if and only if $x_w^T D_w \dot{x}_w - x_{tw} \omega_{tw}^T \dot{x}_w \geq 0$. Thus, it follows that

$$\dot{V}(t) \leq x_w^T F_{ext}^w$$  \hfill (5.25)

which implies the passivity condition

$$V(t) - V(0) \leq \int_0^t x_w^T(\tau)F_{ext}^w(\tau)d\tau$$  \hfill (5.26)

Since the passivity condition takes into account both the velocity and force of the robotic system, the proposed method can be used either with admittance or impedance causality.
5.2.1 The bilateral teleoperation

Following the approach reported in [100], we endow each shared energy tank
with two ports, \( P_{\text{out}}^w \) and \( P_{\text{in}}^w \), through which the tank can send/receive extra
power to/from the rest of the world

\[
\dot{x}_t = x_t^T D x_t + \sigma_w P_{\text{in}}^w(t) - \frac{P_{\text{out}}^w(t)}{x_t} + u_t
\]

These ports allow the interconnection of the local and the remote sides by
means of a delayed communication channel. The general architecture can be
decomposed into two layers: a Transparency Layer and a Passivity Layer. In
the Transparency Layer, local and remote sides exchange the corresponding
position, velocity and force measurements that are used for computing the
desired control inputs (\( F_{\text{d}}^l, F_{\text{d}}^r \)). These forces are sent to the Passivity Layer
which role is to passively implement them using the energy stored in the tanks.
The overall architecture, shown in Figure 5.1, can be modelled as

\[
\begin{align*}
B_l \ddot{x}_l + C_l \dot{x}_l + D_l x_l &= \omega_l x_l + F_{\text{ext}}^l \\
\dot{x}_t &= x_t^T D x_t + \sigma_l P_{\text{in}}^l(t) - \frac{P_{\text{out}}^l(t)}{x_t} \\
B_r \ddot{x}_r + C_r \dot{x}_r + D_r x_r &= \omega_r x_r + F_{\text{ext}}^r \\
\dot{x}_t &= x_t^T D x_t + \sigma_r P_{\text{in}}^r(t) - \frac{P_{\text{out}}^r(t)}{x_t}
\end{align*}
\]

where \( P_{\text{in}}^l, P_{\text{in}}^r \geq 0 \) and \( P_{\text{out}}^l, P_{\text{out}}^r \geq 0 \) are incoming and outgoing power flows
that the tanks can exchange with each other by means of the communication
channel for balancing the two levels. The interconnection between the two
sides of the teleoperation system can be represented by

\[
\begin{align*}
P_{\text{in}}^l(t) &= P_{\text{out}}^l(t - \delta) \\
P_{\text{in}}^r(t) &= P_{\text{out}}^r(t - \delta)
\end{align*}
\]

where \( \delta \) represents the communication delay between the two sides. The policy
used to define \( P_{\text{out}}^l \) and \( P_{\text{out}}^r \) in (5.28) is

\[
\begin{align*}
P_{\text{out}}^l(t) &= (1 - \sigma_l)(x_l^T D_l x_l - x_l, \omega_l^T x_l) + E_{\text{req}}^l(t - \delta) \beta_l P \\
P_{\text{out}}^r(t) &= (1 - \sigma_r)(x_r^T D_r x_r - x_r, \omega_r^T x_r) + E_{\text{req}}^r(t - \delta) \beta_r P
\end{align*}
\]

where \( P \in R_0^+ \) is a design parameter which represents the rate of energy flowing
from one tank to the other, and the flags \( E_{\text{req}}^l, E_{\text{req}}^r \) are used to implement an
energy request process, and are defined as

\[ E_{\text{req}}^w = \begin{cases} 1, & \text{if } T_w(x_{t_w}) \leq T_{\text{req}}^w \\ 0, & \text{otherwise} \end{cases} \quad (5.31) \]

If the energy stored in the tank is under the user-defined threshold \( T_{\text{req}}^w \in \mathbb{R} \) then the tank send an energy request signal \( E_{\text{req}}^w \) to the other tank, which can provide energy under the following condition

\[ \beta_w = \begin{cases} 1, & \text{if } T_w(x_{t_w}) \geq T_{\text{ava}}^w \\ 0, & \text{otherwise} \end{cases} \quad (5.32) \]

namely, each tank can provide energy to the other side if the energy stored is larger than the user-defined threshold \( T_{\text{ava}}^w \in \mathbb{R} \). The definition of the energy tank is slightly different with respect to the one in [5.9]. This is due to the fact that the introduction of the signals \( P_{\text{in}}^l, P_{\text{in}}^r, \) and \( P_{\text{out}}^l, P_{\text{out}}^r \) allow to share the power provided by the controller between the tanks, increasing the promptness of the overall system. Since the behaviour of \( \sigma_l \) and \( \sigma_r \) are still defined by (5.12), in case \( \sigma_l = 0 \), from (5.28) it results

\[ \dot{x}_{t_l} = \frac{\dot{x}_l^T D_l \dot{x}_l}{x_{t_l}} - \omega_l^T \dot{x}_l - \frac{P_{\text{out}}^l}{x_{t_l}} \quad (5.33) \]

Substituting (5.30) in (5.33) it follows that

\[ \dot{x}_{t_l} = - \frac{E_{\text{req}}^r(t - \delta) \beta_l P}{x_{t_l}} \quad (5.34) \]

which means that the energy in the tank can only decrease and the power dissipated by the damping and the operator action is transferred through \( P_{\text{out}}^l \) to the other side. The input power is cancelled out in order to avoid energy storing in the communication channel. Otherwise, if \( \sigma_l = 1 \), from (5.28) it results that

\[ \dot{x}_{t_l} = \frac{\dot{x}_l^T D_l \dot{x}_l + P_{\text{in}}^l}{x_{t_l}} - \omega_l^T \dot{x}_l - \frac{E_{\text{req}}^r(t - \delta) \beta_l P}{x_{t_l}} \quad (5.35) \]

which means that the tank doesn’t need to be upper-bounded and all the power sources can modify its level. The same behaviour holds for the remote side. The strategy illustrated so far guarantees the passivity of the teleoperation system as we will prove. At first, we need to guarantee that the new definition of \( P_{\text{out}}^w(t) \) still satisfies the condition described in [118], as the following lemma states.

**Lemma 1.** \( P_{\text{out}}^w(t) \geq 0 \) with \( w \in \{l, r\} \).
Proof. Since \( \sigma_w, E_w^{\text{req}}, \beta_w \in \{0, 1\} \) and \( \bar{P} \geq 0 \) we get
\[
E_w^{\text{req}}(t - \delta)\beta_w \bar{P} \geq 0 \tag{5.36}
\]
Thus, from \( (5.30) \) it follows that \( P_w^{\text{out}}(t) \) is positive if and only if
\[
(1 - \sigma_w)(\dot{x}_w^T D_w x_w - x_{tw} \omega_w^T \dot{x}_w) \geq -E_w^{\text{req}}(t - \delta)\beta_w \bar{P} \tag{5.37}
\]
If \( \sigma_w = 1, \) \( (5.37) \) becomes
\[
-E_w^{\text{req}}(t - \delta)\beta_w \bar{P} \leq 0 \tag{5.38}
\]
that is always true thanks to \( (5.36) \). If \( \sigma_w = 0, \) from \( (5.12) \) we have
\[
(\dot{x}_w^T D_w x_w - x_{tw} \omega_w^T \dot{x}_w) \geq 0 \tag{5.39}
\]
which satisfy \( (5.37) \). This is the only case where the input term contributes to \( P_w^{\text{out}}(t) \). As a consequence, \( P_w^{\text{out}} \geq 0 \) and this proves the lemma.

We are now ready to state the main result.

**Proposition 2.** The teleoperation system in \( (5.28) \) is passive with respect to the pair \((F_{\text{ext}}^l, F_{\text{ext}}^r), (\dot{x}_l, \dot{x}_r)\).

**Proof.** We consider as storage function the total energy of the teleoperation system
\[
W(t) = V_l(t) + V_r(t) + T_l(t) + T_r(t) + H_{\text{ch}}(t) \tag{5.40}
\]
where \( H_{\text{ch}}(t) \) is the energy stored in the communication channel. Using \( (5.28) \) we have that
\[
\dot{W}(t) = \dot{x}_l^T F_{\text{ext}}^l - \dot{x}_l^T D_l \dot{x}_l + \dot{x}_l^T \omega_l x_l + \dot{x}_r^T F_{\text{ext}}^r - \dot{x}_r^T D_r \dot{x}_r + \dot{x}_r^T \omega_r x_r + \nonumber
+ \dot{x}_l^T D_l \dot{x}_l - x_{tl} \omega_l^T \dot{x}_l + \sigma_l P_{\text{in}}^l(t) - P_{\text{out}}^l(t) + \dot{x}_r^T D_r \dot{x}_r - x_{tr} \omega_r^T \dot{x}_r + \nonumber
+ \sigma_r P_{\text{in}}^r(t) - P_{\text{out}}^r(t) + \dot{H}_{\text{ch}}(t) \tag{5.41}
\]
While the power is traveling from one side to the other, it is stored in the communication channel that becomes an energy storing element in the teleoperation system. In particular, as shown in [119], we have that
\[
H_{\text{ch}}(t) = \int_{t-\delta}^{t} (P_{\text{out}}^l(\tau) + P_{\text{out}}^r(\tau))d\tau \tag{5.42}
\]
and by taking the time derivate
\[
\dot{H}_{\text{ch}}(t) = P_{\text{out}}^l(t) - P_{\text{out}}^l(t - \delta) + P_{\text{out}}^r(t) - P_{\text{out}}^r(t - \delta) \tag{5.43}
\]
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Considering (5.29) and replacing (5.43) in (5.70) we get

\[ \dot{W}(t) = \dot{x}_l^T F_{l}^{ext} + \dot{x}_r^T F_{r}^{ext} - (1 - \sigma_l)P_{l}^{in}(t) - (1 - \sigma_r)P_{r}^{in}(t) \]  

(5.44)

Since \( \sigma_w \in \{0, 1\} \) and from Lemma 1 \( P_{l}^{in} \geq 0 \), it follows that

\[ \dot{W}(t) \leq \dot{x}_l^T F_{l}^{ext} + \dot{x}_r^T F_{r}^{ext} \]  

(5.45)

which implies the passivity condition

\[ W(t) - W(0) \leq \int_0^t \dot{x}_l^T(\tau)F_{l}^{ext}(\tau) + \dot{x}_r^T(\tau)F_{r}^{ext}(\tau) d\tau \]  

(5.46)

5.2.2 Simulation comparison

Due to the difficulty of evaluating the differences between the novel tank dynamics (5.5) proposed and its classical definition [118], we perform the comparison in a simulated environment. We also decide to simplify the robot model and use two rotational 1-DOF robotic manipulators (modelled as second-order dynamic systems) since the behaviour of the tank does not depend on the number of DOFs. The interaction torque provided by the operator is modelled as a position PD controller where the inputs are the reference signal and the delayed position and velocity of the robot at the remote side. This feedback loop models the classic video streaming used in a real teleoperation setup, where the operator uses the perceived remote side robot position to move the haptic device. The transparency layer is built with two position PD controllers, while the passivity layer modulates the desired command if and only if the corresponding tank has not enough energy. The simulation environment has been developed using Simulink on Matlab R2022a.

The test is conducted with a constant delay of 150 ms between the operator and the environment side. The sampling time of the controller was set to \( \Delta t = 20 \) ms. The energy thresholds \( T_{\text{max}} = 1.5, T_{\text{ava}} = 0.6, T_{\text{req}} = 0.4, \epsilon = 0.001, \bar{P} = 0.01 \) are set to such values to force the local and remote side tanks towards the upper and the lower bound respectively. The tanks are initialised to \( T_{\text{max}} / 2 \) at the local side and to \( \epsilon \) at the remote side. The robot model parameters (i.e., inertia and friction) are set equal to \( j = 0.0266 \, \text{kg} \, \text{m}^2 \) and \( b = 0.0218 \, \text{N} \, \text{s} \), respectively. As shown in Figure 5.2a and Figure 5.3a the tanks at the remote side are almost empty. The behaviours of the tanks between 0 sec to 5 sec are the same since the increase of the stored energy is only driven by the energy sent by means of \( \bar{P} \) from the local to the remote side.
Figure 5.2: Time evolution of the classical tank dynamics. In red and blue the local and remote side tank respectively. a) the evolution of the tank, b) the power dissipated by the robots, c) the power generated by the control action, d) the output power.
Figure 5.3: Time evolution of the novel tank dynamics. In red and blue the local and remote side tank respectively. a) the evolution of the tank, b) the power dissipated by the robots, c) the power generated by the control action, d) the output power.
In both cases once reached 5 sec, the teleoperated robots have enough energy to perform their control action and start following the same trajectory. For this reason, as shown in Figures 5.2b, 5.2c, 5.3b, 5.3b, the dissipated power and the power provided by the controller in the transparency layer are the same in both cases.

The effect of the proposed novel tank dynamics can be clearly seen comparing Figure 5.2a with Figure 5.3a. With the classical tank definition, when the tank at the local side reaches its upper bound it starts to provide the dissipated power and the energy quantum $\bar{P}$ to the remote side tank. This results in a linear increase in the remote side tank until the $E^{req}$ has been reached, around 20 sec. On the other hand, our tank dynamic adds to the dissipated power and the energy quantum $\bar{P}$, also the power dissipated by the control action. In fact, as shown in Figure 5.3d, the power shared by the tank at the local side starting from 5 sec includes the input power shown in Figure 5.3c. This additional power source, see Figure 5.3a, increases the tank level at the remote side reaching the upper bound around 9 s. The proposed solution is able to improve the promptness of the whole teleoperation system and to decrease the conservativeness related to the passivity approach.

5.3 Optimal modulation for passivity layer

As in the previous section, consider a system composed of a local and a remote manipulator, interacting with the human operator and the environment, respectively. Each robot, is fully actuated and gravity compensated and modelled as an $n$-DOFs Euler-Lagrange system

$$\begin{align*}
B_w (x_w(t)) \ddot{x}_w(t) + C_w (x_w(t), \dot{x}_w(t)) \dot{x}_w(t) + D(x_w(t)) = \dot{F}_w(t) + F^{ext}_w(t)
\end{align*}$$

(5.47)

where $x_w(t), \dot{x}_w(t) \in \mathbb{R}^n$ are pose and velocity of the end-effector. The matrices $B_w (x_w(t)), C_w (x_w(t)), \dot{x}_w(t), D(x_w(t)) \in \mathbb{R}^{n \times n}$ are the positive definite inertia matrix, the Coriolis/cen trifugal matrix and the damping matrix, respectively. The term $F_w(t) \in \mathbb{R}^n$ is the coupling force due to the interaction with the other robot (e.g., the force feedback at the local side or the control force at the remote side) while $F^{ext}_w(t) \in \mathbb{R}^n$ is the vector of generalized external forces, i.e., the force applied by the user, at the local side, or the reaction force applied by the environment, at the remote side. The kinetic energy of the system described in (5.47) is given by

$$\begin{align*}
K_w (\dot{x}_w(t)) = \frac{1}{2} \dot{x}_w(t)^T B_w (x_w(t)) \dot{x}_w(t)
\end{align*}$$

(5.48)
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According to [125], from (5.47) and the properties of the Euler-Lagrange systems, the following balance holds
\[
\dot{K}_w \leq \dot{x}_w^T \left( F_{\text{ext}}^w + F_w \right) \tag{5.49}
\]
which implies
\[
K_w(t) - K_w(0) \leq \int_0^t \dot{x}_w^T(\tau) \left( F_{\text{ext}}^w(\tau) + F_w(\tau) \right) d\tau \tag{5.50}
\]
This means that (5.47) is passive with respect to the pair \( (F_{\text{ext}}^w + F_w, \dot{x}_w) \) with the kinetic energy \( K(t) \) as storage function. Local and remote robots can exchange information through a communication channel characterized by a constant delay \( \delta > 0 \). We aim at building a bilateral teleoperation architecture that is passive independently of \( \delta \) and that, given any desired value \( F_{w,\text{des}}(t) \) for \( F_w(t) \), implements its best passive command. The proposed architecture provides a robustly stable behaviour and optimal performance. This is due to the passivity of the overall controlled system and thanks to the Quadratic Programming (QP) modulation policy which will be discussed later.

5.3.1 Modulated tank based control

The passive energetic coupling between local and remote sides, shown in Figure 5.4, is performed using the following energy tank

\[
\begin{cases}
\dot{x}_w = u_{\text{tw}} \\
y_{\text{tw}} = \frac{\partial T_w}{\partial x_{\text{tw}}}
\end{cases}
\]
and the modulated interconnection

\[
\begin{cases}
u_{\text{tw}}(t) = a_{w}^T(t) \dot{x}_w(t) \\
-F_w(t) = a_{w}(t)y_{\text{tw}}(t) = a_{w}(t)x_{\text{tw}}(t)
\end{cases}
\]

\[\text{Figure 5.4: The control architecture for a robot}\]
where \((\dot{x}_w(t), y_w(t)) \in \mathbb{R}^n \times \mathbb{R}^n\) is the input/output port and \(a_w(t) \in \mathbb{R}^n\) is defined as
\[
a_w(t) = -\frac{\gamma_w(t)}{x_{t_w}(t)} \tag{5.53}
\]
where \(\gamma_w(t) \in \mathbb{R}^n\) is the desired value for the output \(F_w(t)\). The modulated interconnection (5.52) has a singularity when \(x_{t_w}(t) = 0\). This is due to the fact that, from (5.6), when \(x_{t_w}(t) = 0\), there is no more energy available in the tank and, therefore, no action can be implemented. Thus, in order to avoid singularities in (5.53), it is necessary to initialize \(x_{t_w}\) in such a way that \(T_w(x_{t_w}(0)) = \varepsilon > 0\) and to guarantee that \(T_w(x_{t_w}(t)) \geq \varepsilon \forall t > 0\). Again, it is also important to correctly upper bound \(T_w(x_{t_w}(t))\) for preventing the implementation of practically unstable behaviours. In the following, for keeping the notation simple, we do not explicitly consider the saturation due to such upper bound. In fact, as shown in the previous section, this can be done by using the switching variable \(\sigma\) that bounds the energy stored. All the results are still valid when considering the saturation.

**Proposition 1.** If \(T_w(t) \geq \varepsilon, \forall t \geq 0\), the system consisting of the interconnection of (5.47) and (5.51) through (5.52) is passive with respect to the pair \((F_w^{\text{ext}}, \dot{x}_w)\).

**Proof.** From (5.51) and (5.6) we can define
\[
\dot{T}_w(t) = u_{t_w}(t)y_{t_w}(t) \tag{5.54}
\]
and substituting (5.52) in (5.54) we get
\[
\dot{T}_w = a_w^T(t)\dot{x}_w(t)y_{t_w}(t) = \left(a_w(t)y_{t_w}(t)\right)^T\dot{x}_w(t) = -F_w(t)^T\dot{x}_w(t) \tag{5.55}
\]
Consider the non negative storage function \(Q_w(t)\) defined as
\[
Q_w(t) = K_w(t) + T_w(t) \tag{5.56}
\]
where \(K_w(t)\) is the kinetic energy of the robot defined in (5.48). Using (5.49) and (5.55), we have that
\[
\dot{Q}_w(t) = \dot{K}_w(t) + \dot{T}_w(t) \leq \dot{x}_w^T(F_w^{\text{ext}} + F_w) - \dot{x}_w^TF_w = \dot{x}_w^TF_w^{\text{ext}} \tag{5.57}
\]
which implies the following passivity condition
\[
\int_0^t \dot{x}_w^T(\tau)F_w^{\text{ext}}(\tau)d\tau \geq Q_w(t) - Q_w(0) \geq -Q_w(0) \tag{5.58}
\]
\[\square\]
From (5.55) it follows that the energy necessary for implementing $F_w$ is extracted/injected from/into the tank. If $F_w \dot{x}_w \leq 0$, then the desired control action is dissipative and the corresponding energy is stored in the tank. On the other hand, if $F_w \dot{x}_w > 0$, then the desired control action requires energy for being implemented and this energy is extracted from the tank. It is possible to harvest some energy for refilling the tank by adding a damping term, $\kappa_w$, to the desired value for the output. This can be done by setting $\gamma_w = \Gamma - \kappa_w \dot{x}_w$ in (5.53), where $\Gamma$ is the desired value for the modulation, i.e., for $F_w(t)$. This leads to the following balance

$$T_w = -\dot{x}_w^T F_w + \dot{x}_w^T \kappa_w \dot{x}_w$$  \hspace{1cm} (5.59)$$

where the second term of the right-hand side is always positive and, therefore, it brings energy into the tank by extracting it from the robot. Thus using the energy tank, as illustrated in Figure 5.4, allows to exploit the energy of the tank for reproducing the desired behaviour. As shown in Proposition 1, the system controlled by the tank is passive as long as $T_w(t) \geq \varepsilon$. Thus, the energy stored in the tank is that we have for passively implementing the desired control action. This means that leaving some energy in the tank becomes a constraint for finding the best passive implementation of the desired control input. In Figure 5.4, the full control architecture of the local/remote robot is the union of the robot/tank system and the optimization block, which is responsible for modulating the interconnection between the tank and the robot, i.e., to find the optimal value for $\gamma_w$ in (5.53).

Given a desired value $F_{w,des}$ for the control input of the robot, the optimization block, considering the amount of energy available in the tank $T_w(x_t)$, finds the best passive implementation of the desired control input $F_{w,P}$, by solving the optimization problem

$$F_{w,P}(t) = \arg \min_{F_w(t)} \| F_w(t) - F_{w,des}(t) \|_2^2$$ \hspace{1cm} (5.60)$$

subject to $T_w(x_t) \geq \varepsilon$ \hspace{1cm} (5.61)$$

and by setting $\gamma_w = F_{w,P}$. Exploiting the balance (5.55) and considering also that $F_w(t) = F_{w,P}(t)$ (5.60) can be rewritten as

$$F_{w,P}(t) = \arg \min_{F_w(t)} \| F_w(t) - F_{w,des}(t) \|_2^2$$ \hspace{1cm} (5.62)$$

subject to $\int_0^t -\dot{x}_w^T F_{w,P}(\tau) d\tau \geq -T_w(x_t(0)) + \varepsilon$ \hspace{1cm} (5.63)$$

As shown in [122], the problem (5.62) can be reformulated as a convex optimization problem in discrete-time and, as shown in Section 5.3.3, it is amenable to be solved in real-time.
5.3.2 Optimised two-layer architecture

The whole control architecture is shown in Figure 5.5 and each side of the teleoperation architecture is modelled as

\[ \begin{align*}
B_w(x_w(t)) & \ddot{x}_w(t) + C_w(x_w(t), \dot{x}_w(t)) \dot{x}_w(t) + D \dot{x}_w(t) = -a_w(t)x_w(t) + F_{ext}^{w}(t) \\
\dot{x}_w &= a_T^w(t) \dot{x}_w(t) + \frac{1}{x_w}(P_{in}^w - P_{out}^w)
\end{align*} \]  

(5.64)

where \( P_{in}^w, P_{out}^w \geq 0 \) are the incoming and the outgoing power flows, as defined in the previous section. Considering the storage function in (5.64) and following the same procedure outlined in Proposition 1, it is possible to derive

\[ \dot{Q}_w(t) \leq \dot{x}_w^T F_{ext}^{w} + P_{in}^w - P_{out}^w \]  

(5.65)

and we can thus show that the teleoperation system represented in Figure 5.5 is passive independently of the communication delay.

**Proposition 2.** Considering the teleoperation system where the local and remote sides are defined by (5.64) and they exchange power according to (5.29). The overall teleoperation is passive with respect to the pair \((F_{l,ext}^l, F_{r,ext}^r), (\dot{x}_l, \dot{x}_r)\).

**Proof.** The power flowing in the communication channel is given by

\[ P_{ch}(t) = P_{l, out}^l(t) - P_{l, in}^l(t) + P_{r, out}^r(t) - P_{r, in}^r(t) \]  

(5.66)
Considering (5.29), we can rewrite (5.66) as

\[
P_{ch}(t) = P_{out}^{l}(t) - P_{in}^{l}(t - \delta) + P_{in}^{r}(t) - P_{out}^{r}(t) =: \dot{H}_{ch}
\]  

and finally we get

\[
\dot{H}_{ch}(t) = \frac{d}{dt} \int_{t-\delta}^{t} \left( P_{out}^{l}(\tau) + P_{out}^{r}(\tau) \right) d\tau
\]

where \(H_{ch}(t)\) represents the amount of energy stored in the communication channel during the exchange of power between the tanks. Since \(P_{out}^{l}(t), P_{out}^{r}(t) \geq 0\), \(H_{ch}\) is non-negative. Let consider as a storage function the total energy of the teleoperation system

\[
W(t) = \sum_{w \in \{l,r\}} Q_{w}(t) + H_{ch}(t)
\]

where \(Q_{w}\) is defined in (5.56). Using (5.65), it is possible to write

\[
\dot{W}(t) \leq x_{l}^{T} F_{l}^{ext} + P_{in}^{l}(t) - P_{out}^{l}(t) + x_{r}^{T} F_{r}^{ext} + P_{in}^{r}(t) - P_{out}^{r}(t) + \dot{H}_{ch}
\]

and substituting (5.66) and (5.67) into (5.70), we have

\[
\dot{W}(t) \leq x_{l}^{T} F_{l}^{ext} + x_{r}^{T} F_{r}^{ext}
\]

and

\[
\int_{0}^{t} \dot{x}_{l}^{T}(\tau) F_{l}^{ext}(\tau) + \dot{x}_{r}^{T}(\tau) F_{r}^{ext}(\tau) d\tau \geq W(t) - W(0)
\]

which proves the passivity of the overall system.

The control architecture has been illustrated for the case in which both local and remote subsystems have an admittance causality (i.e., force in/velocity out). In bilateral teleoperation, it often happens that we aim at commanding the remote robot to track a velocity input \(v_{des}\) (i.e., the velocity of the local robot). This can be done by setting

\[
F_{r,des} = C(v_{des}(t) - \dot{x}_{r})
\]

where \(C\) represents a generic controller enabling the tracking of \(v_{des}\) (e.g., a PD controller). In case one of the robots is velocity controlled, all the presented theory is still valid. In fact, making the common assumption that \(\dot{x}_{w} \approx u_{w}\), where \(u_{w} \in \mathbb{R}^{n}\) is the velocity input, we can possible model the velocity controlled robot as a simple integrator

\[
\begin{cases}
\dot{x}_{w} = u_{w} \\
y_{w} = x
\end{cases}
\]

that is passive with respect to the pair \((u_{w}, y_{w})\). It is possible to couple a tank to (5.74) and to optimally exploit the energy stored in the tank for implementing the best passive input.
5.3.3 Experimental validation

To evaluate the efficiency and the robustness of the proposed architecture, two experiments have been done. In the first experiment, a torque-controlled manipulator has been used as a remote robot, and a puncturing-like task has been implemented. In the second experiment, the dVRK is exploited for the peg-in-hole training task. This allows validating the effectiveness of the proposed architecture in case the remote robot is velocity controlled. For both experiments, a communication delay of 200 ms between the local and remote sides has been considered. The same parameters have been used for local and remote controllers \( T_{\text{max}}^w = \begin{pmatrix} 5.0 & J \end{pmatrix}, T_{\text{ava}}^w = \begin{pmatrix} 3.0 & J \end{pmatrix}, T_{\text{init}}^w = \begin{pmatrix} 2.5 & J \end{pmatrix}, T_{\text{req}}^w = \begin{pmatrix} 2.0 & J \end{pmatrix}, \bar{P} = \begin{pmatrix} 0.05 & W \end{pmatrix}, \varepsilon = \begin{pmatrix} 0.01 & J \end{pmatrix} \).

**Experiment with a torque controlled manipulator**

In this experiment, the user controls the remote robot in order to explore the environment populate both by soft and by rigid objects. The local robot is a 6-DOF OMEGA.6 haptic device and the remote robot is a KUKA LWR 4+7-DOF torque-controlled robot endowed with an internal Force/Torque sensor. The desired force feedback is the interaction force measured at the remote side, i.e., \( \mathbf{F}_{l,\text{des}}(t) = \mathbf{F}_{r,\text{ext}}(t - \delta) \). The remote robot is velocity controlled to track \( \mathbf{v}_{\text{des}}(t) = \dot{x}_l(t - \delta) \). Figure 5.6a shows the Cartesian position of the local and the remote robots along the \( x \)-axis. It can be noticed that the position tracking is very accurate in free motion. During the interaction, there is a mismatch between the positions because the remote robot cannot follow the local one but once the interaction is over a good tracking is re-established. Figure 5.6b shows that the velocity of the remote robot tracks in a good way the local velocity, while satisfying the passivity constraint imposed in (5.61). In Figure 5.6c the interaction force measured by the remote sensor and the force feedback implemented at the local side are shown. The action of the optimizer can be seen around 20s, 30s to 35s and 35s to 40s when the energy within the local tank is not enough to implement the desired remote force. This modulation proves the effectiveness of the proposed architecture.

Figure 5.6d and Figure 5.7 shows the evolution of the energy, the energy requests and the outgoing power. The energy in the tanks changes according to the interaction between robot and environment and to the exchange of internal energy and power. It is possible to notice how the energy inside the local tank has an alternating evolution because when the force feedback needs to be applied, some energy of the tank has to be used. At the remote side the energy drops due to interactions with the environment and to execute the
Figure 5.6: The experimental validation using a torque controlled manipulator (data are reported only along the $x$-axis). a,b) the Cartesian position and velocity of the local and remote manipulators, c) the local side force feedback and the remote side interaction force, d) the energy evolution of the local and remote side tank.

Figure 5.7: Energy requests and power flows between the energy tanks. In dotted blue line the local-to-remote energy flow and in dashed red line the vice versa.
control action necessary for generating good velocity tracking.

Furthermore, when the energy of the local tank falls below the minimum level $T_{w}^{req}$, an energy request (in a constant way from $t = 20$ s) is sent. The remote side sends back to the local tank the power flow $\bar{P}$ when the energy level of the remote tank is greater than $T_{w}^{ava}$.

**Experiment with the dVRK**

The experiment is the classical peg-in-hole task with the dVRK setup, using one MTM and one PSM. Because the holes have different tolerances, we expect to measure different levels of force during the peg insertion. This test will pave the way to more extensive experiments aimed at solving the long-standing issues related to using force feedback in robotic surgery.

The MTM is force-controlled while the PSM is velocity-controlled. The interaction force $F_{ext}$ between the PSM and the environment is estimated by the PSM internal sensing system and is sent to the local side to produce the desired force feedback, i.e., $F_{l,des}(t) = F_{ext}^{e}(t - \delta)$. Since the PSM is velocity-controlled, it is modelled as $\frac{5.74}{(5.74)}$ and the local energetic architecture is adapted accordingly.
Figure 5.8a shows the Cartesian position of the local and the remote along the \(x\)-axis. It can be easily seen how the remote robot (PSM) can replicate the position of the local robot (MTM) in a very precise way since the desired speed at the remote side has been correctly tracked, as can be seen in Figure 5.8b. The red line, relating to the remote velocity tracks in a good way the local velocity, blue line. It should be noted that the sudden evolution of the velocity is due both to the vibration produced by small motions performed by the user and by the measurement noise. However, it is important to highlight the correct functioning of the system. The force feedback implemented at the local side and the measured interaction force between the remote and the environment are shown in Figure 5.8c. It can be noticed that the force tracking is very good and this verifies the effectiveness of the proposed control architecture.

Figure 5.8d shows the evolution of the energy level in the tanks. Due to the limited workspace and of the limited velocities and forces the robots are experiencing during the experiment, the dynamics of the energy of the tanks is quite slow. The energy in the tanks remains always greater than the \(T_{\text{req}}\) threshold and, therefore, no energy requests are sent and, consequently, no power is transmitted over the communication channel. For this reason, they have not been reported. Nevertheless, the tanks never get empty and this is sufficient for guaranteeing a passive behaviour of the system and the possibility of implementing the desired inputs at local and remote sides.
Chapter 6

Optimal control for safe bilateral teleoperation

In Chapter 5 we exploited the two-layers bilateral teleoperation architecture to guarantee the take-over by the surgeon in case of unexpected events. Such control methodology, as we previously discussed, has at its core the decoupling between the control policy (the transparency layer) and the passivity policy (the passivity layer). However, such architecture can prevent a global optimal control strategy and cannot enforce constraints during the teleoperation. In fact, since the passivity action is made after the computation of the control action the performance in terms of transparency can be arbitrarily degraded to keep the system passive. For this reason, in this chapter we will investigate on the application of optimal control to the bilateral teleoperation.

First of all, we will define a non-linear MPC problem where the passivity is enforced as an optimization constraint together with the constraint of the maximum interaction forces at the remote side. This methodology has an important applications in the field of R-MIS. In fact, even if force feedback allows a surgeon to feel the remote interaction with the anatomical structures,
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the surgeon cannot be fast enough to prevent unsafe interactions, in particular when communication delay affects the system. Unfortunately, the non-linear MPC cannot be employed for real-time control of manipulators due to the high computational effort required. For this reason, we will later present an approximated linear MPC solution which guarantees the passivity and meanwhile allows the real-time control of a robotic manipulator. It is worth mentioning that, the approximated dynamics due to the linearisation does not allow to vary the contact state at the remote side robot within the prediction horizon. To overcome this shortcoming, we investigated the modelling of the bilateral teleoperation as a hybrid system and we derived an MPC controller able to handle the switching behaviour of the interaction forces. Such methodology can be seen as a trade-off between model accuracy and computational burden.

In Section 6.1 we will review the state of the art of optimal control in bilateral teleoperation systems, while in Section 6.2 we will recall the model of the manipulator and of the environment. They will be used to define the MPC problems.

The non-linear MPC controller and its use within the bilateral teleoperation architectures will be presented in Section 6.3. We will validate the proposed control scheme in both simulated (multi-DOF manipulator) and real environment (1-DOF manipulator). We will also estimate the interaction forces using the generalized momentum observer that could be exploited in case a force sensor at the manipulator’s end-effector is not available.

Sections 6.4 and 6.5 will design linear MPC controllers for multi-DOF manipulators. In particular, Section 6.4 will investigate on the feasibility of adopting linear MPC to perform direct force control for industrial manipulation, while Section 6.5 will focus on the definition of an under-approximated linearised tank dynamics. Finally we integrate the previous tools to design a linear passive MPC controller for bilateral teleoperation.

Finally in Section 6.6 Hybrid Systems (HS) will be used to properly model the interaction between the remote side manipulator and the environment. The proposed hybrid linear MPC will be tested in a simulated environment using a 1-DOF manipulator.

The validation of the methodologies proposed in this chapter has been performed on platforms different from the autonomous arms used in SARAS. Nonetheless, we plan to test such techniques with the Franka Emika arms soon.
6.1 State of the art

Optimal control and in particular MPC, has been already adopted in the past to design bilateral teleoperation architecture. For instance, in [132] input/output constraints are enforced using MPC with unbounded communication delay. In case of long delays the system switches in an open-loop mode; the MPC is only placed at the operator side. A different approach, presented in [133], incorporates the delay in the discrete state-space model of a Linear Quadratic Gaussian (LQG) controller to enhance transparency in case of known constant delay. The main drawback is that the state-space dimension is proportional to the delay. In [134] a model predictive controller is also used to achieve stable teleoperation with constant but unknown time delays and force feedback. The delay effect is managed by designing specific controllers for the free-motion and contact scenarios. In [135] the authors adopt a single MPC at the operator side allowing teleoperation under time-varying delay when the state at the environment robot is estimated using a Smith predictor.

In [136] a switched Cartesian force control teleoperation was used to perform a tele-echography. The method uses a 3D time-of-flight camera to detect the contact and a force sensor to estimate the environment model parameters. In [137] an integration of contact force and virtual spring is proposed. This method allows performing teleoperation in case of constant-time delay choosing the appropriate stability margin. The usage of the MPC in recent years has been explored as a way to perform safe interaction integrating impedance [138] and admittance control [139]. Finally in [140] an MPC has been used for position/force trajectory tracking during the interaction of the remote manipulator with the environment.

Manipulation usually requires multiple interactions between the manipulator and the surrounding environment, causing the dynamics of the system to switch between free motion and contact states. The resulting dynamics can decrease the stability margin or generate chattering due to the large impulsive forces that may occur during the transition phase between free and constrained motion with, e.g. hard environment. To cope with these behaviours many control schemes have been proposed. For instance, impedance control defines a dynamic relationship between the position of the end-effector and the force exerted on the environment [141]. Other approaches exploit switched control laws where parallel position/force control is used in contact and position control in free-motion [142]. In [143] a combination of a compliant wrist design with a switching position/force approach for time-varying trajectory tracking has been proposed. Such a solution, suitable in scenarios like bilateral teleop-
eration, provides stability of the transition phase and accurate force tracking. In \cite{144} a force regulation methodology reduces the number of bounces by means of a discontinuous transition control algorithm. Another solution to improve the transient behaviour and to reduce the force overshoot uses a nonlinear damping controller \cite{145}.

To combine the continuous and discrete behaviours of the interaction force, the theory of hybrid systems is often exploited. In \cite{146}, using hybrid stability theory, the asymptotic stability of an 1-DOF manipulator controlled with a switched PD-PI controller has been proved. Impedance controller for discrete-continuous dynamics modelling of multi-fingered manipulation is implemented in \cite{147}. In \cite{148}, \cite{149}, hybrid controller with a hysteresis switching mechanism has been used to improve contact detection in a switched parallel position/force and pure position controller. A different approach to hybrid systems is implemented in \cite{150}, where stable contacts are obtained by making the contact phase a controlled invariant using constraints on the interaction force. Alternatively, Dynamical Systems (DS) modulate the robot’s motion in such a way that stable contacts can be achieved \cite{151}. In \cite{152}, optimal control has been used to find the optimal velocity to reduce the impact force. However, this could lead to very slow velocity with a reduction in transparency. Finally, in \cite{153} a hybrid system has been used to model an unmanned aerial vehicle during interaction with walls. The system is then controlled through MPC achieving stable docking manoeuvres while minimizing rebounds.

Most of the robots nowadays are position-controlled since the human-robot interaction and/or the manipulation of fragile objects are not of primary importance. Recently, the so called collaborative robots are changing the manufacturing industry since many companies are now providing lightweight robots with compliant behaviour \cite{154}, \cite{155}. However, the introduction of robots in challenging areas like surgery, rescue or space exploration requires the development of more sophisticated control techniques. For instance, in \cite{156} a DS based technique adapts the motion in case of contact tasks to be robust against external disturbances. The main drawbacks of such methodology is the non-penetrable environment assumption and the lack of precise force tracking. In \cite{157} the good performance while executing cooperative tasks with humans are obtained by a variable impedance control. In \cite{158} a neural network admittance-based control has been designed for the generation and tracking of reference trajectories in a constrained task space.

The adoption of MPC based solution for real-time control is challenging due to the computational effort required to solve the optimization problem at each control cycle. In \cite{138} an impedance controller has been designed in
terms of an MPC control problem. This solution provides compliant behaviour while interacting with the environment by enforcing constraints on the robot’s speed, energy or jerk. In the case of position-based manipulators, the same compliant behaviour can be achieved using an MPC-based admittance controller [139]. Such methodology prevents the instability issues due to the high speed operation in case of high contact force magnitudes. Admittance control has been also exploited in [159], [160] to perform path following with a desired admittance or with direct force control. Moreover, in [161] such technique has been extended to mobile robots to enforce an interaction force limit.

As we showed before, the interaction forces are explicitly modelled within a non-linear MPC in the context of bilateral teleoperation with the aim of constraining them to provide safe interaction with the environment. The same modelling idea was proposed in [162] where a robotic manipulator is controlled by an MPC for tracking both position and force references. Recently, the idea of the modelling the environment within the state variable has been used in [140]. In this case the MPC guarantees the position/force tracking during the interaction of the manipulator with the environment. Finally, in [163] the variability and uncertainty of the environment are modelled as Gaussian processes and an observer is designed to estimate the contact forces applied by an MPC.

6.2 Robot model and environment estimation

Before proceedings with the definition of the optimal bilateral teleoperation, we will introduce the linearized manipulator’ dynamics and the methodology used to estimate the model of the environment.

6.2.1 Joint space feedback linearization

Let the dynamic model of a gravity compensated robot be

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + B(q)\dot{q} = u + \tau \]  \hspace{1cm} (6.1)

where \( q \in \mathbb{R}^n \) represents the joint space coordinates, \( u \) is the command input, \( \tau \) is the generalized external torque, \( M(q) \) is the inertia matrix, \( C(q, \dot{q}) \) is the centrifugal and Coriolis terms and \( B(q) \) \( \succeq 0 \) is a positive semi-definite matrix corresponding to friction and, if needed, artificial damping terms [124]. Moreover, the matrix \( C(q, \dot{q}) \) satisfies the following passivity property

\[ \dot{M}(q, \dot{q}) = C(q, \dot{q}) + C(q, \dot{q})^T. \]  \hspace{1cm} (6.2)
The generalized external torque $\tau$ corresponds to the Cartesian interaction wrench with the environment or with the operator $h_{\text{ext}}$

$$\tau = J^T(q)h_{\text{ext}}$$  \hspace{1cm} (6.3)$$

where $J(q)$ is the Jacobian matrix of the manipulator. The robot model we will use within the MPC is the exact linearisation via feedback of the robot dynamics $^6$ $^3$ $^{[164]}$. Then each degree of freedom will be independent of the others and modelled as a mass-damper system

$$j_i \ddot{q}_i + b_i \dot{q}_i = u_i + \tau_i, \quad \forall i = 1 \ldots n$$ \hspace{1cm} (6.4)$$

where $b_i > 0$ is the friction and $j_i > 0$ is the inertia. The equivalent system in the configuration space is

$$J \ddot{\bf{q}} + B \dot{\bf{q}} = \bf{u} + \tau$$ \hspace{1cm} (6.5)$$

where $\bf{q} = [q_1 \ldots q_n]^T$, $\dot{\bf{q}} = [\dot{q}_1 \ldots \dot{q}_n]^T$, $\bf{u}$ and $\tau$ are the control and external torques, $J = \text{diag}(j_1 \ldots j_n)$ and $B = \text{diag}(b_1 \ldots b_n)$.

Let $h_i(q_i, \dot{q}_i, u_i)$ be the $i$-th update function of the equivalent discrete-time second-order linear system

$$\begin{bmatrix} q_i(k+1) \\ \dot{q}_i(k+1) \end{bmatrix} = h_i \begin{bmatrix} q_i(k) \\ \dot{q}_i(k) \end{bmatrix}, u_i(k), \tau_i(k) = \bar{A}_i \begin{bmatrix} q_i(k) \\ \dot{q}_i(k) \end{bmatrix} + \bar{B}_i(u_i(k) + \tau_i(k))$$ \hspace{1cm} (6.6)$$

where $q_i$ is the joint position, $\dot{q}_i$ is the joint velocity, $u_i$ is the torque applied by the motor, $\tau_i$ is the external force and $k$ denotes $t_k = k \Delta t$ with $\Delta t$ is the sample time. This implies that the state space matrices $\bar{A}_i$ and $\bar{B}_i$ are the discretised version of the SISO differential equation (6.4). We indicate with $h(q, \dot{q}, u)$ the following multi DOF update function

$$\begin{bmatrix} q(k+1) \\ \dot{q}(k+1) \end{bmatrix} = h \begin{bmatrix} q(k) \\ \dot{q}(k) \end{bmatrix}, u(k), \tau(k) = \bar{A} \begin{bmatrix} q(k) \\ \dot{q}(k) \end{bmatrix} + \bar{B}(u(k) + \tau(k)).$$ \hspace{1cm} (6.7)$$

The external force at the operator side $\tau_o$ is assumed to be a measurable input of the system. The interaction $\tau_r$ between the remote side robot and the environment is modelled as an unknown dynamic system.

### 6.2.2 Cartesian space feedback linearization

The same linearization methodology can be implemented in the operative space, where the gravity compensated manipulator is modelled by the following Euler-Lagrangian system

$$M(x)\ddot{x} + C(x, \dot{x})\dot{x} + D(x)\dot{x} = \bf{u} + h_{\text{ext}}$$ \hspace{1cm} (6.8)$$
where \( x \in \mathbb{R}^6 \) represents the Cartesian position and orientation, \( \dot{x} \) represents the Cartesian linear and angular velocities, \( u \) and \( h_{\text{ext}} \) are the control input and the external torque, respectively. \( M(x) \) is the inertia matrix, \( C(x, \dot{x}) \) is the centrifugal and Coriolis terms and \( D(x) \gtrsim 0 \) is the matrix containing friction terms and the artificial damping. As before the MPC will use a linearized model of the manipulator obtained by the exact linearisation via feedback of the robot dynamics. In this case each Cartesian coordinate is independent of the other and modelled as a mass-damper equation. To obtained such requirements we run our controller on top of an inner control loop that makes the robot dynamics linear exploiting the inverse dynamic technique [164]. Let the decoupled linearized Cartesian robot model be

\[
M \ddot{x}(t) + D \dot{x}(t) = u(t) + h_{\text{ext}}(t)
\]

such that the \( i \)-th coordinate is modelled as

\[
m_i \ddot{x}_i + d_i \dot{x}_i = u_i + \tau_i
\]

where \( x, \dot{x} \in \mathbb{R}^n \), with \( n = 6 \), are the Cartesian position and velocity respectively, \( u \) and \( h_{\text{ext}} \) are the control and the external torques. \( M = \text{diag}(j^1 \ldots j^n) \) and \( D = \text{diag}(b^1 \ldots b^n) \) are the desired dynamic parameters along each coordinate. As before, the external force \( h_{\text{ext}} = h_o \) is at the operator side is measured, while \( h_{\text{ext}} = h_r \) is derived from the model of the interaction between manipulator and environment.

### 6.2.3 Environment model

The linear contact model of Kelvin-Voigt [165] is the most simple material model used for a rubber-like environment. This kind of material shows pure elastic behaviour in case of slow deformation and additional linear resistance to fast deformation. Under these assumptions, an environment modelled as a Kelvin-Voigt viscoelastic material can be represented as a pure viscous damper and a purely elastic spring connected in parallel.

For this reason, the interaction force \( h_r \) between the remote robot and the environment can be estimated using an identified first-order dynamic system having the position of the remote side manipulator \( x_r \) as input. The position of the environment \( x_e \) is estimated online as the position of the end-effector at the time of the first collision with the environment

\[
x_e = x_r(k), \quad \text{if } \psi(k) = 1 \text{ and } \psi(k-1) = 0
\]
where \( x_r \) is the remote robot position and \( \psi(k) \) is a Boolean function defined as follows

\[
\psi(k) = \begin{cases} 
1, & \text{if } |h_e(k)| > T_e \\
0, & \text{otherwise}
\end{cases}
\]

(6.12)

where \( T_e \) is a threshold that takes into account the measurement noise on \( h_e \).

The equation of motion of the environment is modelled as

\[
h_r(t) = K_e(x_e - x_r(t)) - B_e \dot{x}_r(t)
\]

(6.13)

where \( K_e \) and \( B_e \) are positive definite matrices containing the unknown stiffness and damping parameters, respectively. These parameters are estimated online using the recursive least square method (RLS) when the robot at the remote side is in contact with the environment, and the parameters are kept constant along the prediction horizon in the next MPC control cycle.

### 6.3 Passivity-based non-linear MPC

In the following we will define the passivity-based MPC (P-MPC) for a robotic manipulator within a bilateral teleoperation architecture where an upper bound on the interaction force is considered. We will show its implementation first in a simple case (1-DOF) both in simulation and real environment (Sections 6.3.4 and 6.3.5) and then in a simulated multi-DOF scenario (Section 6.3.6). The interaction forces are estimated exploiting the generalised momentum approach proposed in [166], [167]. The overall control architecture is sketched in Figure 6.1 and the plant model within the P-MPCs (operator/environment) consists of the robot dynamics, the environment and the tank evolution. The control technique replicates at both sides of the teleoperation the whole system. We rewrite the tank dynamic defined in (5.27)

\[
\dot{x}_{tw} = \frac{\dot{x}_w^TD_u \dot{x}_w}{x_{tw}} + \sigma_w \frac{P_{in}(t)}{x_{tw}} - \frac{P_{out}(t)}{x_{tw}} + u_{tw}
\]

(6.14)

as the update function \( g(E, \dot{q}, u) \) discrete version of a non linear discrete-time system

\[
E(k + 1) = g(E, \dot{q}, u)
\]

\[
= E(k) + \Delta t\left( -\frac{1}{2} \dot{q}^T B \dot{q} + \sigma \dot{P}_{in}(k) - P_{out}(k) + P_n(k) \right)
\]

(6.15)

where \( E(k) \in \mathbb{R}^+ \) represents the energy stored in the tank at time \( t = k\Delta t \), \( P_{in}(k) \), \( P_{out}(k) \) are the previously defined power functions, and \( P_n(k) \) is the power needed to apply the control input \( u \) during the optimisation

\[
P_n(k) = -u^T \dot{q}
\]

(6.16)
The damping term $D(q)$ in (6.1) in our case corresponds to the friction term and is equal to $\frac{1}{2} \dot{q}^T B \dot{q}$.

### 6.3.1 Environment torque estimation

In case the manipulator does not have a force/torque sensor, as in the case of da Vinci® robot, the environment torque $\tau_e$ can be estimated by means of the generalised momentum observer [167]. Starting from the linearised dynamic model (6.5) we define the generalised momentum of the overall manipulator as

$$p = J \dot{q}. \quad (6.17)$$

The time derivative of the generalised momentum can be obtained by (6.5) and the passivity condition (6.2)

$$\dot{p} = u + \tau_e - B \dot{q}. \quad (6.18)$$

The first-order momentum observer is derived from the residual vector [168]

$$r(t) = K \left( p(t) - \int_0^t (u(s) - B \dot{q} + r(s))ds - p_0 \right) \quad (6.19)$$

where $K$ is a positive definite constant matrix and $p_0$ is the initial value of the generalised momentum. Using (6.18), the time derivative of the residual

$$\dot{r} = -K (r - \tau_e) \quad (6.20)$$

provides a first-order filtered version of $\tau_e$. This means that we can use $r$ as the estimate $\hat{\tau}_e$ of the external forces in the joint space. As defined in Section 6.2.3, the equation of motion of the environment is modelled as

$$h_e(k) = J(q)^T \tau_e = w_r(x_r, \dot{x}_r) = K_e(x_e - x_r(k)) - B_e \dot{x}_r(k) \quad (6.21)$$

where $k$ denotes $t_k = k \Delta t$. 

---

Figure 6.1: The bilateral teleoperation control architecture. The green blocks are the P-MPC controllers, the blue blocks are the sources of external torques, the grey blocks are the robots, the orange blocks are the tank estimators and the dashed line is the communication channel where $P_{\text{out}}$ and $E^{\text{req}}$ are exchanged.
6.3.2 Operator side teleoperation

Let \( z_o \in \mathbb{R}^N \) be the state vector of the MPC at the operator side, where \( N = (2n + 1) + (2m + 1) + 6 \) with \( n, m \) the number of degrees of freedom of the operator and remote side robots. The full state is equal to

\[
    z_o(k) = \begin{bmatrix}
        q_o(k) \\
        \dot{q}_o(k) \\
        E_o(k) \\
        q_r(k - \delta_o(k)) \\
        \dot{q}_r(k - \delta_o(k)) \\
        E_r(k - \delta_o(k)) \\
        \hat{\tau}_r(k - \delta_o(k))
    \end{bmatrix}
\]

where \( q_o, \dot{q}_o \in \mathbb{R}^n \), \( q_r, \dot{q}_r \in \mathbb{R}^m \) are the generalised position and velocity, \( E_o, E_r \in \mathbb{R} \) are the tank levels, \( \hat{\tau}_r \in \mathbb{R}^m \) is the generalised estimated environment torque, \( u_o \in \mathbb{R}^n \) is the operator robot control command and \( \delta_o(k) \in \mathbb{N} \) is the communication delay from environment to operator side at time \( t = k\Delta t \).

To compute \( \hat{\tau}_r \) we also need the position \( x_r \) and velocity \( \dot{x}_r \) of the remote robot in the operational space. These information can be retrieved using the forward kinematics of the manipulators. The update function is

\[
    z_o(k + 1) = f_o(z_o, u_o) = \begin{bmatrix}
        h_o(q_o(k), \dot{q}_o(k), u_o(k)) \\
        g_o(E_o(k), \dot{q}_o(k), u_o(k)) \\
        h_r(q_r(k - \delta_o(k)), \dot{q}_r(k - \delta_o(k)), u_r(k - \delta_o(k))) \\
        g_r(E_r(k - \delta_o(k)), \dot{q}_r(k - \delta_o(k)), u_r(k - \delta_o(k))) \\
        J_r^T w_r(x_r(k - \delta_o(k)), \dot{x}_r(k - \delta_o(k)))
    \end{bmatrix}
\]

where \( h_o \) is the manipulator dynamics (6.7), \( g_o \) is the tank dynamics defined in (6.15) and \( w_r \) is the environment model. Due to the distributed approach, the states of the dynamic system at the opposite side and the last applied command (i.e., the remote side for the operator side) are received after \( \delta_o(k) \) steps of delay.

Assuming the controlled robot fully observable, at time \( k \) we can directly recover the state at each control cycle and thus compute its tank level \( E_o(k) \) using the observed state \( q_o(k), \dot{q}_o(k) \) and the control input \( u_o(k) \). At the same control cycle, due to the communication delay, the remote side tank level \( E_r(k - \delta_o(k)) \) and the environment torque estimation \( \hat{\tau}_r \) are updated using the delayed remote side robot state \( q_r(k - \delta_o(k)), \dot{q}_r(k - \delta_o(k)) \) and the delayed control input \( u_r(k - \delta_o(k)) \). The update of \( E_r(k - \delta_o(k)) \) and \( \hat{\tau}_r \) are computed applying (6.15) and (6.21), respectively.
The cost function to be minimised will balance the position and velocity tracking errors between the operator and remote side and the control signal too. The tracking error is expressed in the operational space in order to cope with different kinematics of the haptic device and the remote robot. The cost function moderates the control input \( \hat{u}_o \) and its rate of change \( \Delta \hat{u}_o \). The control input is also transformed in the operational space in order to deal with the different measurement unit of the translational and rotational control actions. The resulting cost function at time \( k \) at the operator side is

\[
C_o(\hat{z}, \hat{u}_o) = \sum_{i=1}^{k_p} \hat{e}(k+i)^T \Lambda_p \hat{e}(k+i) + \hat{\dot{e}}(k+i)^T \Lambda_v \hat{\dot{e}}(k+i) + 
\]

\[
+ \sum_{j=1}^{k_c} \hat{u}_o(k+j)^T \Lambda_c \hat{u}_o(k+j) + \Delta \hat{u}_o(k+j)^T \Lambda_d \Delta \hat{u}_o(k+j) \tag{6.24}
\]

where

\[
\hat{e}(k+i) \triangleq \hat{x}_o(k+i) - \hat{x}_r(k - \delta_o(k) + i) \tag{6.25}
\]

and

\[
\hat{\dot{e}}(k+i) \triangleq \hat{\dot{x}}_o(k+i) - \hat{\dot{x}}_r(k - \delta_o(k) + i). \tag{6.26}
\]

The estimated Cartesian position of the operator \( \hat{x}_o \) and the remote robot \( \hat{x}_r \) are obtained thought the forward kinematics of the manipulators. The estimated Cartesian velocity of the operator and remote robots are equal to \( \hat{\dot{x}}_o(k) = J_o(q_o(k)) \dot{\hat{q}}_o(k) \) and \( \hat{\dot{x}}_r(k) = J_r(q_r(k)) \dot{\hat{q}}_r(k) \). The cost function is parameterised over \( \Lambda_p, \Lambda_v, \Lambda_c \) and \( \Lambda_d \) which are application-dependant semi-positive definite weight matrices, and over \( k_p \) and \( k_c \) which are the prediction and control horizons. We decide to have different length of horizons, \( k_p > k_c \), because in case of \( k_c \ll k_p \) the control problem has less optimisation variables and this yields to faster computations. The optimal control inputs \( \hat{u}^*_o(k), \ldots, \hat{u}^*_o(k + k_c) \) are obtained as the solution of the finite-horizon optimal control problem

\[
\hat{u}^*_o(k+i)|_{i=0}^{k_c} = \arg \min_{\hat{z}, \hat{u}_o} C_o(\hat{z}, \hat{u}_o) \]

subject to

\[
\hat{z}(k) = z(k) \\
\hat{z}(k+1) = f(o, \hat{z}, u_o) \\
\hat{E}_o \geq \epsilon_o \tag{6.27} \\
\hat{E}_r \geq \epsilon_r \tag{6.28}
\]

where we assume \( u_r \) and \( \tau_o \) constants over the optimisation horizon and \( z(k) \) is the known state vector at time \( k \). The constraints (6.27) and (6.28) guarantee
to have control actions always compatible with the energy available in the operator and remote side tanks respectively. As usual with the MPC, the applied command to the robot is just the first value

$$u_o(k) = \hat{u}_o^*(k). \quad (6.29)$$

### 6.3.3 Remote side teleoperation

For the remote side, the optimisation problem is similar to the operator side. The state vector $z_r \in \mathbb{R}^N$ has the same dimension of $z_o$ and is given by

$$z_r(k) = \begin{bmatrix} q_o(k - \delta_r(k)) \\ \dot{q}_o(k - \delta_r(k)) \\ E_o(k - \delta_r(k)) \\ q_r(k) \\ \dot{q}_r(k) \\ E_r(k) \\ \hat{\tau}_r(k) \end{bmatrix} \quad (6.30)$$

where $\delta_r(k) \in \mathbb{N}$ is the communication delay from the remote side to the operator side. The equations for $f_r$ and for the cost function $C_r$ are similar to $f_o$ in (6.24) and $C_o$ in (6.23), respectively. They should be changed accordingly with the new definition of $z_r$ and with the control input for the remote side robot $u_r$. The optimisation problem

$$\hat{u}_r^*(k + i)|_{i=0}^{k_c} = \arg\min_{\hat{z}, u_r} C_r(\hat{z}, \hat{u}_r)$$

subject to

$$\dot{z}(k) = z(k)$$

$$\dot{z}(k + 1) = f_r(\hat{z}, u_r)$$

$$E_o \geq \epsilon_o$$

$$E_r \geq \epsilon_r$$

$$|\hat{\tau}_r| \leq T^{max} \quad (6.31)$$

is subjected to an additional constraint (6.31) which takes into account the upper bound $T^{max}$ on the interaction force.

### 6.3.4 Passive teleoperation on 1-DOF simulation

The proposed solution has been initially validated in simulation using Simulink and the Optimisation Toolbox provided by Matlab R2019b on 1 DOF robots. According to Figure 6.1, the robot at the operator side is moved by a PD
controller, acting as the operator, which takes as input the reference signal and
the delayed position and velocity of the environment robot; the output is the
torque to be applied at the haptic device to track the reference. This feedback
loop models the classic video streaming used in a real setup. The P-MPC
controllers provide commands both to the operator and environment robots.
At the operator side, the command acts as force feedback to the operator, while
at the environment side it drives the robot motion. We compared the proposed
P-MPC based bilateral teleoperation with the classical two-layer architecture
proposed in [124] with position PD controllers in the transparency layer. The
passivity layer shares the same tank dynamics used to initialize the P-MPC at
each control cycle.

The test is conducted with a constant delay of 0.1 s between the operator
and the environment side. The sampling time of the controller was set to
\( \Delta t = 0.02 \) s, the prediction horizon of the P-MPC equal to 5 steps and the
control horizon is 3 steps. The energy thresholds of the two tanks are set
equal to small values in order to induce the operator and environment tanks
towards the upper and the lower bound respectively (\( T_{\max} = 1.5 \), \( T_{\text{ava}} = 0.6 \),
\( T_{\text{req}} = 0.4 \), \( \epsilon = 0.001 \), \( \bar{P} = 0.01 \)) and in this way to validate the proposed
architecture. The tanks are initialised to \( T_{\max}/2 \) at the operator side and to
\( \epsilon \) at the environment side. For this preliminary evaluation, the environment
force estimation and the constraint \( T_{\max} \) are not taken into account. The
robot model parameters (i.e., inertia and friction) used during the simulation
are identified on the experimental setup we will use in the Section 6.3.5.

**P-MPC and two-layer comparison**

The experiment is conducted using a low-passed step signal as a position refer-
cence for the operator. The two controllers are tuned to behave similarly when
the energy stored in the system is enough to perform the action required. We
simulate a soft contact placing an obstacle along the path of the environment
robot (at 0.5 rad) so it can’t reach the desired set point. Figure 6.2 and Fig-
ure 6.3 show the original two-layer algorithm (PD controllers) and the P-MPC
driving the environment robot to track the position and the velocity of the
operator robot until the remote robot interacts with the environment (around
2 s). Figure 6.2c shows a high frequency chattering in the torque commanded
to the robot at the environment side: this is because the environment tank
has reached its lower bound, as shown in Figures 6.2d and 6.4. Since the pas-
sivity layer sends zero torque in case of lack of energy the resulting controller
jitters around the lower bound until the required energy to apply the torque is
transmitted by the operator side tank. On the other hand Figure 6.3c shows a smoother command than Figure 6.2c when the environment tank reaches the lower bound. In fact, as shown in Figure 6.3d and Figure 6.4, the tanks evolution is also smoother since the P-MPC avoids a high rate of change in the command. It’s also clear how the MPC avoids the chattering: the position and velocity tracking is less precise when the environment tank reaches the lower bound. In fact, the cost function has to trade-off the tracking error and the rate of change of command. However, in this way, we guarantee a smoother control action (i.e., no vibrations on the motors and reflected to the operator). In Figure 6.2d and Figure 6.3d, the increasing of the environment tank at the end of the experiment, starting from 4 s, is due to the incoming power $\bar{P}$ from the operator side. In fact, even if the robots do not move, the environment tank is still requesting energy to the operator side since $E_r < T_r^{req}$
Figure 6.3: P-MPC performance during the simulated soft contact. The blue and orange lines are the operator and environment robot trajectories, respectively. a) P-MPC position tracking, b) P-MPC velocity tracking, c) P-MPC torque commanded, d) P-MPC stored energy.

Figure 6.4: A magnification of the environment side tank behaviour during the simulated comparison and the experimental setup. The blue and orange lines are the environment tank evolution for the P-MPC and the two-layer approaches, respectively. The time axis and the data are the same of Figure 6.3 and Figure 6.2.
and $E_i \geq T_{i}^{\text{ava}}$.

### 6.3.5 Passive teleoperation on 1-DOF robot

The P-MPC has been implemented using libmpc++ (see Appendix A) to solve the optimisation problem; the solver is the Sequential Least Squares Programming (SLSQP). The overall teleoperation architecture has been implemented using ROS. The experimental setup is composed of two brushless DC motors controlled via current feedback loops by two Maxon Escon boards (see Figure 6.5). The motor’s axes are connected through gearboxes and a pair of high precision encoders (4096 readings per rotation) provide position measurements. The operator and environment sides exchange data through a simulated network connection that allows delaying and/or losing packets. The network component queues packets and assigns them a delay value. The communication delays can be constant or randomly time-varying, with the possibility of receiving packets out-of-order. We conducted two experiments, the first with a constant delay of 0.1 s and the second with a uniform random delay between 0.1 and 0.5 s. The sampling time of the controller was set to 0.02 ms, the prediction horizon of the P-MPC is equal to 5 steps and the control horizon is 3 steps. The threshold values used in the two tanks are: $T^{\text{max}} = 1.5$, $T^{\text{ava}} = 1.0$, $T^{\text{req}} = 0.5$, $\epsilon = 0.001$, $\bar{P} = 0.01$. The tanks are initialised to $T^{\text{max}}/2$ for the operator side and $T^{\text{req}}/2$ for the environment side. As before, the interaction force constraint has not been taken into account. The inertia and the friction of the motor have been identified using a least square approach and the re-
resulting parameters in (6.4) are: \( j = 0.0266 \text{ kg m}^2 \) and \( b = 0.0218 \text{ N s} \). The parameters are the same for both motors. Since the experiments focus only on hard contact, the environment stiffness is assumed to be infinite.

**Hard contact with constant delay**

In the first experiment, the operator moves the haptic device pushing the remote robot towards a rigid obstacle placed along its path. The delay is constant and as it can be seen in Figures 6.6a and 6.6b the remote robot goes in contact several times with the environment. The contact position moves a bit during the experiments and this is due to a backlash in the handle attached to the motor. Figure 6.6c shows the command computed by the P-MPCs: the operator and the environment torques match during the contacts (with opposite signs). Figure 6.6d shows the evolution of the tanks, and they are correctly upper-bounded and the action of the new \( P_{\text{out}} \) definition can be seen between 7 and 9 s. In that interval the operator tank is full and the power dissipated by the operator is not “wasted” but transferred to the environment side. This causes a faster increase of the available energy for the environment robot allowing a more reactive response.

**Hard contact with variable delay**

In the second scenario, the communication delay changes randomly over time. The operator moves the robot and the motion at the environment side is blocked by an obstacle. Figure 6.7c shows the command torques: also in this case the interaction with the environment is correctly reflected to the operator. The tanks are initialised as in the previous experiment and as before between 10 and 13 s the environment tank receives the dissipated power by the operator which guarantees a faster response. Figure 6.7a shows a small movement of the contact position due to the backlash in the robot handle.

### 6.3.6 Force constraint on 6-DOF simulation

The proposed P-MPC control law has been validated in a simulated environment using Simulink and the Optimisation Toolbox provided by Matlab 2021a. Figure 6.8 shows the two 6-DOF UR5 robots used at both sides of the teleoperation system. The control architecture is composed of two controllers: an inverse dynamic controller and the teleoperation controller. The inner loop performs gravity compensation and dynamic linearisation. The resulting system is then torque controlled by the teleoperation architecture. The action
Figure 6.6: Hard contact with constant delay P-MPC. The blue and orange lines are the operator and environment robot trajectories respectively. a) position tracking, b) velocity tracking, c) torque commanded, d) stored energy.
Figure 6.7: Hard contact with variable delay P-MPC. The blue and orange lines are the operator and environment robot trajectories respectively. a) position tracking, b) velocity tracking, c) torque commanded, d) stored energy.
of the operator (i.e., $\tau_o$) is modelled as a PD position controller between a Cartesian reference trajectory and the remote side robot Cartesian position. This feedback loop models the behaviour of the operator watching the delayed video streaming in real teleoperation setups. The output of this feedback is the force/torque applied to the haptic device. The two P-MPC controllers provide commands to the operator and the remote side robots. At the operator side, the command acts as force feedback to the operator, while at the environment side it controls the motion of the robot.

The experiments are conducted assuming to have partial prior knowledge on the environment model. The nominal parameters are within lower bounds and upper bounds which are application-dependant and can be known, for example, by previous interactions. From that, we take as initial guess an overestimation of the damping and the stiffness parameters of the model. This choice, despite a more conservative control action, guarantees the satisfaction of the constraints also during the convergence of the estimator. The true parameters of the environment model are the following

$$K_e = \text{diag}(0, 80, 0, 0, 0, 0)$$
$$B_e = \text{diag}(1.5, 7, 1.5, 0, 0, 0)$$
where we assume to interact with a spring along the $y$ axis in a viscous environment. The environment estimator is set up with an initial guess of $K_e = \text{diag}(0, 88, 0, 0, 0, 0)$ and $B_e = \text{diag}(1.65, 7.7, 1.65, 0, 0, 0)$, which are a 10% overestimation of the real values. The inertia and the viscous friction of the linearised dynamic model (6.5) are the same for both the teleoperation side and equal to

$$
J = \text{diag}(0.1, 0.1, 0.1, 0.1, 0.1, 0.1)
$$

$$
B = \text{diag}(0.4, 0.4, 0.4, 0.04, 0.4, 0.4)
$$

which results in a set of stable second-order linear systems. The sampling time of the controller was set to $\Delta t = 0.02$ s, the prediction horizon $k_p$ of the P-MPC is equal to 5 steps while the control horizon $k_c$ is 3 steps. The thresholds of the tanks are the same at both sides of the teleoperation system and are set to $T_{\text{max}} = 1$, $T_{\text{ava}} = 0.6$, $T_{\text{req}} = 0.2$, $\epsilon = 0.001$, $\bar{P} = 0.01$. The tanks are initialised to $T_{\text{max}}/2$ for the operator side and $T_{\text{max}}/2$ for the remote side.

### Contact with no communication delay

In this first scenario, the operator side robot is moved along a filtered step trajectory on the $x$, $y$ and $z$ axes. A soft obstacle is placed ahead of the starting position of the remote side robot. The maximum interaction force $T_{\text{max}}$ is set to 0.85 N which is the 75% of the peak force obtained without such constraint. The communication delay is set to zero. Figure 6.9a shows the Cartesian position of the operator and remote side robots. Figure 6.9b shows the control action computed by the P-MPC. It is possible to see how the force feedback provided to the operator matches the environment torque at the equilibrium. Figure 6.9c shows the behaviour of the interaction force with the environment. As expected, the P-MPC is able to limit the interaction force below the upper threshold. Figure 6.9d and Figure 6.9e show the environment parameters estimation: the estimator converges to the expected stiffness and damping values. Finally, Figure 6.9f shows the evolution of the energy tanks.

### Contact with constant communication delay

In the second scenario we tested our method with a round-trip communication delay of 150 ms, $\delta_o(k) = 75$ ms and $\delta_r(k) = 75$ ms. The operator side robot is moved again along the $y$ direction and as before an obstacle is placed ahead of the starting position of the remote side robot. In this case the maximum interaction force $T_{\text{max}}$ results in 0.55 N which is again the 75% of the peak
Figure 6.9: Simulation results for the soft contact scenario with no communication delay. a) Cartesian position along $x$, $y$, $z$ axes (red, green and blue lines respectively) of the operator (solid line) and remote (dashed line) side robot, b) command torque along $x$, $y$, $z$ axes of the operator and remote side robot, c) estimation of environment damping along $x$, $y$, $z$ axes, d) estimation of the environment stiffness along the $y$ axis, e) modulus of the interaction force of the remote side robot, d) energy tanks at the operator and remote sides.
Figure 6.10: Simulation results for the soft contact scenario with constant communication delay. a) Cartesian position along $x$, $y$, $z$ axes (red, green and blue lines respectively) of the operator (solid line) and remote (dashed line) side robot, b) command torque along $x$, $y$, $z$ axes of the operator and remote side robot, c) estimation of environment damping along $x$, $y$, $z$ axes, d) estimation of the environment stiffness along the $y$ axis, e) modulus of the interaction force of the remote side robot, d) energy tanks of the operator and remote side robot.
force without the constraint. The parameters of the environment model and
the initial guess of the estimator are the same as in the previous experiment.

The position tracking of the operator side and remote side robots is shown
in Figure 6.10a. The P-MPC control actions, shown in Figure 6.10b, is able to
provide a force feedback to the operator that matches the environment torque
when the system reaches the equilibrium. Moreover, the P-MPC controller
guarantees the smoothness of the command torques also in case of commu-
nication delay. Regarding the interaction force behaviour, as shown in Fig-
ure 6.10c, also in this case the P-MPC limits the environment torque to the
upper bound. Thanks to the overestimation of the environment parameters,
the torque is bounded also during the convergence of the estimator, as shown
in Figure 6.10d and Figure 6.10e. The convergence of the parameters to the
expected values takes 0.5 s. Finally, Figure 6.10f shows the evolution of the
energy tanks.

6.4 Force constraint using adaptive linear MPC

In the previous section we defined and implement the bilateral teleoperation
solving a non-linear optimization problem. And even though the proposed
methodology is effective it cannot be implemented for real-time control of
multi-DOF manipulators due to the high computational effort. The solution
proposed to exploit such technique also for real-time control, as mentioned
before, is the design of an adaptive linear P-MPC.

Adaptive control is a special kind of non-linear control in which the con-
troller has adjustable parameters with an adjustment law. As opposed to ro-
bust control, adaptive control does not need any prior information about the
uncertainties’ bounds. In fact, instead of providing stable control law within
given bounds, adaptive control schemes deal with changing control law. An
adaptive control system can be considered made of two loops. The main loop
is in general classic feedback with the plant and the controller, while the other
one is the loop containing parameters adaption. Usually, the loop containing
the parameter adjustment is slower with respect to the main loop.

The first step in this direction is the adoption of an MPC to constraint
the interaction forces while performing industrial manipulation tasks. Then
we will extend this control architecture with a linear approximation of the
tank dynamics to model the whole bilateral teleoperation system and define
the proper MPC controller. This solution takes explicitly into account the in-
teraction force as a part of the output vector by updating the system’s model
accordingly to the contact state of the manipulator. The linearized model used within the MPC is defined in the operational space to remove the dependence from the manipulator’s kinematics and to allow an easy integration between the environment and robot models. The linearization is possible thanks to the identification of the robot’s dynamic parameters and the control law implemented in the robot’s driver (that is not possible to modify or overcome). We resort to the Recursive Least Square (RLS) approach as proposed in [169] to perform both the robot’s dynamic parameters estimation and the MPC controller parameters adjustment.

The Euler-Lagrange model for a manipulator is defined as

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + F_v\dot{q} + F_s\text{sgn}(\dot{q}) + g(q) = \tau_e + \tau \tag{6.32}
\]

where \(q \in \mathbb{R}^m\) are the generalized coordinates of the robot, \(M(q), C(q, \dot{q}), g(q)\) are the inertia, Coriolis and gravity terms, \(F_v\) and \(F_s\) are the viscous and static friction, \(\tau_e\) and \(\tau\) are the external and the control torques. Assuming the interaction between the manipulator and the environment happens only at the TCP (Tool Center Point) the resulting wrench \(\mathbf{h}_e\) can be projected into the corresponding joint torques by using the robot TCP Jacobian \(\mathbf{J}(q)\) as

\[
\tau_e = \mathbf{J}^T(q)\mathbf{h}_e. \tag{6.33}
\]

The motor torques \(\tau\) are usually not directly controllable, especially in case of industrial manipulators. For instance, in case of inner position controller its input variables are the desired configuration \(q_r\) and the current position/velocity, while the outputs are the control torques

\[
\tau = \kappa(q, \dot{q}, q_r). \tag{6.34}
\]

Substituting (6.34) in (6.32)

\[
M(q)\ddot{q} + n(q, \dot{q}) + g(q) = \tau_e + \kappa(q, \dot{q}, q_r) \tag{6.35}
\]

we get the closed-loop dynamics where the new control input is \(q_r\). For this kind of manipulator, the inverse dynamics control law [164] can be applied only if the dynamics of the manipulator and the controller can be inverted at the same time since we cannot act directly on \(\tau\).

**Robot identification**

In case the manipulator dynamic model is not available it can be identified by using regression techniques as in [169][171]. The joint torques can be
computed exploiting the linear-in-the-dynamic-parameters property of serial link manipulators as
\[
\begin{bmatrix}
\tau_1 \\
\tau_2 \\
\vdots \\
\tau_m
\end{bmatrix}
= \begin{pmatrix}
y_{11} & y_{12} & \cdots & y_{1m} \\
0 & y_{22} & \cdots & y_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & y_{mm}
\end{pmatrix}
\begin{pmatrix}
\theta_1 \\
\theta_2 \\
\vdots \\
\theta_m
\end{pmatrix}
\]

where \( Y \in \mathbb{R}^{m \times mk} \) is the regression matrix and \( \theta_i \in \mathbb{R}^k \) is the vector containing the parameters of the \( i \)-th link. In our case, the parameters vector is
\[
\theta_i = \begin{bmatrix}
m_i & m_i r_i^T_{C_i} & \hat{I}_i^T & I_{m_i} & F \pm_{v_i} & F \pm_{s_i}
\end{bmatrix}^T
\]

where \( m_i \) is the mass of the link, \( r_{i,C_i} \in \mathbb{R}^3 \) is the center of mass, \( \hat{I}_i \in \mathbb{R}^6 \) collects the six independent entries in the symmetric inertia matrix, \( I_{m_i} \) is the actuator inertia along the rotational axis, \( F \pm_{v_i} \) and \( F \pm_{s_i} \) are the viscous and static frictions of the \( i \)-th actuator, respectively (two values each representing the two different directions of motion). Considering \( N \) instants of time we can define
\[
\begin{bmatrix}
\tau_1 \\
\tau_2 \\
\vdots \\
\tau_N
\end{bmatrix}
= \begin{bmatrix}
Y(q_1, \dot{q}_1, \ddot{q}_1) \\
Y(q_2, \dot{q}_2, \ddot{q}_2) \\
\vdots \\
Y(q_N, \dot{q}_N, \ddot{q}_N)
\end{bmatrix}
\theta
\]

Robot controller identification

The inner controller of the UR5e robot is assumed to be a PD position controller in the joint space with gravity compensation like
\[
\tau = \kappa(q, \dot{q}, \ddot{q}) = K_p(q_r - q) + K_d(\dot{q}_r - \dot{q}) + g(q)
\]

where \( K_p \) and \( K_d \) are the positive definite proportional and derivative gain matrices. Their identification is performed again with a least squares approach where the input-output data \( \{q(t_i), \dot{q}(t_i), q_r(t_i), \dot{q}_r(t_i), \tau(t_i)\} \) are obtained by moving the robot in free-motion. The identification of the controller is performed after the identification of the manipulator dynamics in order to remove the gravity term \( g(q) \) from (6.39). Even if the controller structure assumption
Figure 6.11: The block diagram of the proposed control architecture; in light blue the manipulator dynamics and the inner joints controller. The control torque $\tau$ within the dotted box is exclusively managed by the robot driver.

has no finding in the literature, the experimental validation of the parameter estimation shows that such it should be correct.

Substituting (6.39) in (6.35)

$$M(q)\ddot{q} + n(q, \dot{q}) = \tau_e + K_p(q_r - q) - K_d(\dot{q}_r - \dot{q})$$

we can derive the closed-loop dynamics of the manipulator together with the internal controller

$$M(q)\ddot{q} + n(q, \dot{q}) + K_p q + K_d \dot{q} = \tau_e + K_p q_r + K_d \dot{q}_r.$$  

(6.41)

6.4.1 MPC with force constraint

As mentioned above, the proposed control architecture allows to take into account the constraint on the interaction forces with the environment even if the manipulator is not controlled with a torque control law. The block diagram of our architecture is shown in Figure [Figure 6.11] where the feedback linearization is exploited to use a linear model within the MPC to reduce its computational burden. For the sake of simplicity, in the following formulation we do not consider explicitly the friction terms. Let

$$\ddot{M}\ddot{x} + D\dot{x} = u.$$  

(6.42)

be the aforementioned linearized model where $\ddot{x}$, $\dot{x}$ are the operational space acceleration and velocity and $u$ is the command wrench computed by the MPC.
The matrices $\bar{M}$ and $\bar{D}$ are the desired inertia and damping. The exact state feedback linearization in the operational space as in (6.41) with respect to the control inputs $\hat{q}_r$ and $\dot{q}_r$ is defined by the following first-order ODE

$$K_p \hat{q}_r + K_d \dot{q}_r = M(q)y + n(q, \dot{q}) + K_p q + K_d \dot{q} - \tau_e \quad (6.43)$$

such that by substituting (6.43) in (6.41) we obtain

$$\ddot{q} = y \quad (6.44)$$

where the new input $y$ is defined as

$$y = J^{-1}(q)(\ddot{x} - J(q)\dot{q}). \quad (6.45)$$

Substituting (6.42) in (6.45)

$$y = J^{-1}(q)(\bar{M}^{-1}(u - \bar{D}\dot{x}) - J(q)\dot{q}) \quad (6.46)$$

we can derive the equations of the non-linear feedback by substituting (6.46) in (6.43)

$$K_p \hat{q}_r + K_d \dot{q}_r = M(q)(J^{-1}(q)(\bar{M}^{-1}(u - \bar{D}\dot{x}) - J(q)\dot{q})) + n(q, \dot{q})$$

$$+ K_p q + K_d \dot{q} - \tau_e \quad (6.47)$$

Finally, the expression in (6.47) can be rewritten in terms of the identified manipulator dynamics (6.36) and the measured wrench $h_e$ as

$$K_p \hat{q}_r + K_d \dot{q}_r = Y(q, \dot{q}, y)\theta - Y(q, 0, 0)\theta + K_p q + K_d \dot{q} - J^T(q)h_e \quad (6.48)$$

It is worth remarking that by applying (6.48) to (6.41) the resulting closed-loop dynamics is linear in the Cartesian space and the external force/torque are compensated. Moreover, since the system (6.42) is controlled by the wrench command $u$, the feedback linearization loop acts as an admittance controller. Consequently, the MPC acts as an impedance controller with input $x_d$ and output $u$.

**Adaptive model predictive control**

Let $z$ be the state vector of the system modelled within the MPC

$$z = \begin{bmatrix} x \\ \dot{x} \end{bmatrix} \quad (6.49)$$
where \( x \in \mathbb{R}^n \), \( \dot{x} \in \mathbb{R}^n \) are the Cartesian position and velocity of the end-effector. The state-space representation of (6.42) and the environment model (6.13) together with the measurement equation is

\[
\begin{align*}
\dot{z}(t) &= Az(t) + Bu(t) \\
y(t) &= Cz(t) + D^d d(t)
\end{align*}
\]  

(6.50)

where the signal

\[
d(t) = \sigma(t)x_e
\]  

(6.51)
is the position of environment if \( \sigma(t) = 1 \) or zero otherwise. The state evolution matrix \( A \in \mathbb{R}^{2n \times 2n} \) is

\[
A = \begin{pmatrix}
0_{n \times n} & I_{n \times n} \\
0_{n \times n} & -M^{-1}D
\end{pmatrix}
\]  

(6.52)

while the input matrix \( B \in \mathbb{R}^{2n \times n} \) is

\[
B = \begin{pmatrix}
0_{n \times n} \\
M^{-1}
\end{pmatrix}
\]  

(6.53)
The output matrix \( C \) is time-varying since it depends on the contact state of the manipulator with the environment: the robot model switches between two matrices of dimension \( 2n \times 2n \) according to \( \sigma(t) \) as follows

\[
C = \begin{cases}
\begin{pmatrix}
I_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n}
\end{pmatrix}, & \text{if } \sigma(t) = 0 \\
\begin{pmatrix}
I_{n \times n} & 0_{n \times n} \\
-K_e & -B_e
\end{pmatrix}, & \text{if } \sigma(t) = 1
\end{cases}
\]  

(6.54)

Finally, the output disturbance matrix \( D^d \in \mathbb{R}^{2n \times n} \) is defined as

\[
D^d = \begin{pmatrix}
0_{n \times n} \\
K_e
\end{pmatrix}
\]  

(6.55)
The output vector of the adaptive MPC

\[
y(t) = \begin{bmatrix}
\dot{x}(t) \\
\dot{h}_e(t)
\end{bmatrix}
\]

consists of the Cartesian pose and the interaction force according to the model (6.13). The measurements of the real interaction force with the environment
are read thanks to the force-torque sensor at the end-effector of the manipulator. The vector $y$ will be used in the cost function of the optimization problem to penalize the tracking error ($e = x_d - x$) and to constrain the maximum interaction force ($|h_e| \leq T^{max}$). We also assume to know the velocity $\dot{x}$ thanks to the values of $q$ and $\dot{q}$ provided by the robot driver.

The discrete-time model used in the MPC is the following

$$
\begin{align*}
\begin{cases}
z(k+1) = f(z(k), u(k), d(k)) = \tilde{A}z(k) + \tilde{B}u(k) \\
y(k) = \tilde{C}z(k) + \tilde{D}^d d(k)
\end{cases}
\end{align*}
$$

(6.56)

where the matrices $\tilde{A}$, $\tilde{B}$, $\tilde{C}$ and $\tilde{D}^d$ are the discrete-time equivalent of the continuous dynamics previously described and $k$ denotes $t_k = k\Delta t$. The cost function to be minimised would balance the position tracking error between the operator pose and the reference trajectory $x_d$, the control input $\hat{u}$ and its rate of change $\Delta \hat{u}$. The resulting quadratic cost function at time $k$ is

$$
C(\hat{z}, \hat{u}) = \sum_{i=1}^{k_p} \hat{e}^T(k+i)\Lambda_p \hat{e}(k+i) + \\
+ \sum_{j=1}^{k_c} \left[ \hat{u}^T(k+j)\Lambda_d \hat{u}(k+j) \\
+ \Delta \hat{u}^T(k+j)\Lambda_d \Delta \hat{u}(k+j) \right]
$$

(6.57)

where

$$
\hat{e}(k+i) \triangleq \hat{x}(k+i) - \hat{x}_d(k+i),
$$

(6.58)

which is the tracking error computed along the prediction horizon. $\Lambda_p$, $\Lambda_c$ and $\Lambda_d$ are application-dependant positive definite weighting matrices, $k_p$ and $k_c$ are the prediction and control horizons. The optimal control commands $\hat{u}^\star(k) \ldots \hat{u}^\star(k+k_c)$ are obtained as a solution of the finite-horizon constrained optimal LQ control problem

$$
\hat{u}^\star(k+i)|_{i=0}^{k_c} = \arg \min_{\hat{u}(\cdot)} C(\hat{z}, \hat{u}, d)
$$

subject to

$$
\begin{align*}
\dot{\hat{z}}(k) &= z(k) \\
\dot{\hat{z}}(k+1) &= f(\hat{z}, \hat{u}, d) \\
\hat{h}_e &\leq T^{max} \\
\hat{h}_e &\geq 0
\end{align*}
$$

(6.59)

(6.60)

where the estimated interaction force $\hat{h}_e$ within the optimization horizon is computed as

$$
\hat{h}_e = \hat{K}_e(\hat{x}_e - \hat{x}(k)) - \hat{B}_e \hat{x}(k).
$$

(6.61)
As usual the applied command to the robot is just the first value
\[ u(k) = \hat{u}^*(k). \] (6.62)

Since the environment model $\hat{K}_e, \hat{B}_e, \hat{\dot{x}}_e$ is considered time-invariant over the prediction horizon, the contact state $\sigma(t)$ cannot change as well (6.60): in low-motion scenarios, this is not a strong assumption.

6.4.2 Experimental results

The proposed method has been validated on a real setup while executing a polishing-like task on a planar surface with four different kinds of soft environments and different values for $T_{max}$. The experimental setup consists of a position-controlled 6-DOF Universal Robots UR5e, shown in Figure 6.12, and controlled through the C++ library urtde. The interaction forces with the environment are measured using the force-torque sensor installed at the end-effector of the manipulator. The MPC problem is solved using a C++ library developed by the authors (see Appendix A), based on the OSQP solver [172] on a desktop PC running Ubuntu 18.04. The update frequency of the con-
Table 6.1: RMSE and Percentage RMSE of the manipulator and controller estimated torques

<table>
<thead>
<tr>
<th>Joint</th>
<th>Manipulator (N m, %)</th>
<th>Controller (N m, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>1.83 - 4.20</td>
<td>8.25 - 18.89</td>
</tr>
<tr>
<td>Joint 2</td>
<td>10.12 - 6.97</td>
<td>17.73 - 18.10</td>
</tr>
<tr>
<td>Joint 3</td>
<td>6.59 - 9.13</td>
<td>10.55 - 17.45</td>
</tr>
<tr>
<td>Joint 4</td>
<td>1.43 - 10.71</td>
<td>2.03 - 16.56</td>
</tr>
<tr>
<td>Joint 5</td>
<td>1.21 - 11.40</td>
<td>1.81 - 17.08</td>
</tr>
<tr>
<td>Joint 6</td>
<td>0.61 - 6.00</td>
<td>1.54 - 14.61</td>
</tr>
</tbody>
</table>

troller, composed of the MPC and the feedback linearization, is set to 100 Hz (i.e., the sample time is $\Delta t = 10\,\text{ms}$).

The inertia and the viscous friction of the linearised dynamic model (6.42) are

\[
\bar{M} = \text{diag}(1.0, 1.0, 1.0, 1.0, 1.0, 0.5)
\]
\[
\bar{D} = \text{diag}(4.0, 4.0, 4.0, 4.0, 4.0, 2.0)
\]

which results in a set of stable second-order linear systems. The prediction and control horizons $k_p, k_c$ of the linear MPC are both set to 15 steps.

**Dynamic model identification**

The identification process has been performed in free motion with the joints following different sinusoidal trajectories. The estimated parameters by using a different set of joint trajectories. The Root Mean Square Error (RMSE) and the percentage RMSE between the measured and the estimated torques are reported in Table 6.1.

**Polishing with interaction force constraints**

The polishing-like task is composed of two steps: the first step is to perpendicularly approach and insert the robot’s tool into the surface at a specific depth. Once the approach trajectory is completed the manipulator starts following a circular trajectory parallel to the surface at the desired depth to simulate the polishing. During such circular motion, the robot must keep contact with the surface adjusting the tool depth to satisfy the force constraint along the perpendicular axis (in our case the $z$ axis in the robot’s base frame).

The surface, shown in Figure 6.12, is a square thin plastic sheet attached to a plywood sheet through a layer composed of different compliant materials arranged as follows: 1), 2) soft materials; 3), 4) stiff materials. The circular
trajectory is designed to have the robot’s tool interacts with different quadrant compliant behaviours. When the robot’s tip interacts with the environment, $\sigma(t)$ becomes 1, and as described in Section 6.5.2, the model within the MPC is updated to include the estimated parameters of the environment model. Such parameters are refined and updated within the MPC at each control cycle. The circular trajectory chosen for the experiments had a diameter of 22 cm with a travelling time of 4 s for a full round. We validated the proposed methodology using two values for the force upper bounds, 95 N and 75 N such that

$$\begin{align*}
\text{case 1: } & T_{\text{max}}^{\text{case 1}} = \begin{bmatrix} 95 & 95 & 95 & 0 & 0 & 0 \end{bmatrix}^T \\
\text{case 2: } & T_{\text{max}}^{\text{case 2}} = \begin{bmatrix} 75 & 75 & 75 & 0 & 0 & 0 \end{bmatrix}^T
\end{align*}$$

As shown in Figure 6.13a, the robot approaches the desired insertion depth of 12 mm around 1 s and then starts tracking the circular trajectory to simulate the polishing. As shown in Figure 6.14e, the controller is able to provide smooth control action despite the high forces required to perform the task. In both experiments the RMSE of the position tracking error along the $x$ and $y$ axes is of 2 cm. For the $z$-axis the end-effector reaches different insertion depths based on the different compliance of the materials. In fact, since the force constraint is constant during the experiment the depth is adjusted by the controller to meet when possible the desired position.

Figures 6.14a and 6.14b show the evolution of the environment force during the polishing. The RMSE of the estimation error of the environment force with respect to the force measured by the robot sensor is of 3.6 N in both experiments. Such error, as can be seen, is higher at the beginning of the experiments and when the manipulator interacts with the stiff environments. This is due to the fact that we are not providing any initial guess about environmental compliance ($K_e$). Moreover, the estimation is much more challenging when the stiffness is high since a small variation in the estimated parameter causes a large variation in the estimated force. In any case, the MPC controller correctly limits the estimated interaction force. The unavoidable uncertainty on the estimation can be mitigated by including an offset in the force limit which takes into account such estimation error.

The stiffness coefficients $K_e$ of the environment along the $z$-axis are shown in Figures 6.14c (case 1) and 6.14d (case 2). The behaviour of the estimation reflects the arrangement of the materials, namely the stiffness is lower for the first and the second layers than for the third and the fourth ones. Even though the parameters slightly differ between the two experiments, their trends are similar and the difference can be due to the estimation of the environment
Figure 6.13: Cartesian and joint space robot’s trajectories during the 95 N experiment. a) the trajectory and the measured position of the robot’s end-effector along the $x,y,z$ axes. The red dashed line is the estimated position of the environment $x_e$, b) the reference joint position $q_r$ computed by the feedback linearization block shown in Figure 6.11.
Figure 6.14: Experimental validation for different force limits: 95 N and 75 N; (a),(b) environment forces along the $z$ axis: the blue line is the measured force, the orange line is the estimated force using the RLS, and the dashed red line is the force limit; (c),(d) the estimated environment stiffness along the $z$ axis; (e),(f) MPC optimal command wrench along the $x, y, z$ axes.
position $x_e$ and the accuracy of the force sensor. The estimated vertical position of the environment differs by 0.7 mm between the two experiments. Such a small difference, especially for a high stiffness range causes a difference of several Newton in the estimated force. Nonetheless, the estimated parameters allow to estimate the interaction forces quite accurately.

In Figures 6.14a and 6.14b, due to the estimation inaccuracy the measured interaction force is slightly higher but anyway within the 3% and 6% of the threshold $T_{max}$ for the 95 N and 75 N, respectively. Figure 6.14c and Figure 6.14d show the optimal wrench commands computed by the MPC. On all Cartesian axes, the control action is smooth and is not affected by the transitions between the different materials. These commands are then converted into the desired joint positions by the feedback linearization control loop (6.48) as shown in Figure 6.13b.

### 6.5 Passivity-based adaptive linear MPC

In the previous section we show how we can control a robotic manipulator using an adaptive linear MPC and enforcing interaction force constraints in real-time. In this Section we will now extend the previous unilateral approach to model the whole teleoperation system as an adaptive linear P-MPC. As in the non-linear case the teleoperation system is composed of two manipulators, one interacting with the operator and the other interacting with the environment. The two manipulators are fully actuated, gravity compensated and modelled by the following $n$-DOFs Euler-Lagrangian system

$$M(x)\ddot{x} + C(x, \dot{x})\dot{x} + D(x)\dot{x} = u + h$$

where $x$ represents the Cartesian position and orientation, $\dot{x}$ represents the Cartesian linear and angular velocities, $u$ and $h$ are the control input and the external torque. Let $H(t)$ be the Hamiltonian function representing the stored energy of the system (6.63)

$$H(t) = -\frac{1}{2} \dot{x}^T M(x) \dot{x} + \dot{x}^T (u + h).$$

The passivity of the system follows from the power balance (6.14)

$$\dot{H}(t) \leq \dot{x}^T (u + h).$$

In order to proceed with the linear approximation of the tank dynamic we redefine the policy for the energy transfer between the energy tanks as follows

$$\begin{align*}
P_{\text{out}}^o(t) &= (1 - \sigma_o)(\dot{x}_o^T D_o \dot{x}_o + x_o u_o) + E_{\text{req}}^o(t - \delta) \beta_o x_o \bar{p} \\
P_{\text{out}}^r(t) &= (1 - \sigma_r)(\dot{x}_r^T D_r \dot{x}_r + x_r u_r) + E_{\text{req}}^r(t - \delta) \beta_r x_r \bar{p}
\end{align*}$$

(6.66)
where $\bar{p} \in [0, 1]$ is a design parameter representing the percentage of the available energy in the tank which flows from one tank to the other. The power dissipated by the current desired command at time $t$, $P^u(t)$, is defined as

$$P^u(t) = u_t(t)x_t(t). \quad (6.67)$$

**Lemma 2.** $P^{out}(t) \geq 0$

**Proof.** Since $\sigma, E^{req}, \beta \in \{0, 1\}$ and $\bar{p} \geq 0$ we get

$$E^{req}(t - \delta)\beta\bar{p} \geq 0 \quad (6.68)$$

Thus, from (6.66) it follows that $P^{out}(t)$ is positive if and only if

$$(1 - \sigma)(\dot{x}^TD\dot{x} + x_tu_t) \geq -E^{req}(t - \delta)\beta\bar{p} \quad (6.69)$$

If $\sigma = 1$, (6.69) becomes

$$-E^{req}(t - \delta)\beta\bar{p} \leq 0 \quad (6.70)$$

that is always true thanks to (6.68). If $\sigma = 0$, from (5.12) we have

$$\dot{x}^TD\dot{x} + x_tu_t \geq 0 \quad (6.71)$$

which satisfy (6.69). This is the only case where the input term contributes to $P^{out}(t)$. As a consequence, $P^{out} \geq 0$ and this proves the lemma. \qed

**Proposition 3.** The definition of $P^{out}(t)$ in (6.66) preserves the passivity with respect to the pair $(\tau_o, \dot{x}_o)$ and $(\tau_r, \dot{x}_r)$ even if the system is affected by communication delay.

**Proof.** Let the total energy stored $H$ in the system be

$$H = H_o(t) + H_r(t) + E_o(t) + E_r(t) + H^{ch}(t) \quad (6.72)$$

where $H_o(t)$ and $H_r(t)$ are the energy associated to (6.63), $E_o(t)$ and $E_r(t)$ are the energy stored in the tanks and $H^{ch}(t)$ is the energy flowing in the communication channel. Considering the derivative $\dot{H}$ of the Hamiltonian $H$

$$\dot{H} = \dot{H}_o(t) + \dot{H}_r(t) + \dot{E}_o(t) + \dot{E}_r(t) + \dot{H}^{ch}(t) \quad (6.73)$$

and using (5.27) we end up with

$$\dot{H} = -\dot{x}^TD_o\dot{x} - \dot{x}^TD_r\dot{x} + u_o^T\dot{x}_o + u_r^T\dot{x}_r + \dot{x}^TD_o\dot{x} + \sigma_oP^{in}_o(t) - P^{out}_o(t) + P^{su}_o(t) + \dot{x}^TD_r\dot{x} + \sigma_rP^{in}_r(t) - P^{out}_r(t) + P^{su}_r(t) + \tau_o\dot{x}_o + \tau_r\dot{x}_r + \dot{H}^{ch}(t) \quad (6.74)$$
where $P_o(u(t)) = -u^T_o \dot{x}_o$ and $P_r(u(t)) = -u^T_r \dot{x}_r$ are the powers needed to execute the current robot commands. As shown in [119] the power flowing through the communication channel can be written as

\[
\dot{H}_{ch}(t) = P_{out}^o(t) + P_{out}^r(t) - P_{out}^o(t - \delta) - P_{out}^r(t - \delta) \quad (6.75)
\]

where $\delta \geq 0$ is the communication delay. We can rewrite (6.74) using (6.66) and (6.75) as

\[
\dot{H} = -(1 - \sigma_o)D_o(t) - (1 - \sigma_r)D_r(t) - (1 - \sigma_r)P_{out}^o(t - \delta) - (1 - \sigma_o)P_{out}^r(t - \delta) + \tau_o \dot{x}_o + \tau_r \dot{x}_r. \quad (6.76)
\]

Since $\sigma_o, \sigma_r, \in \{0, 1\}$ we can upper bound $\dot{H}$ by exploiting the inequalities $u^T \dot{x} \leq u^T \dot{x} + \sigma P_{out}(t)$ and $P_{out}(t) \geq 0$

\[
\dot{H} \leq \tau_o^T \dot{x}_o + \tau_r^T \dot{x}_r \quad (6.77)
\]

which proves the theorem.

6.5.1 Linear approximation of the tank dynamics

The energy-storing system defined in (5.27) is non-linear since the energy must be computed at the power port of the tank and this prevents the definition of an efficient quadratic optimization problem (QP). For this reason we propose a first-order linear under-approximation of the tank dynamic $\dot{x}_t$ around the actual operating point $(\tilde{x}_t, \dot{\tilde{x}}_t, \tilde{u}_t)$. The approximated tank dynamics can be guaranteed to be always bounded by (5.27) under a set of linear constraints on the power port $u_t$. This condition is necessary since as shown in Figure 6.15 the linear approximation by itself can cause an over-estimation of the available energy causing possible instability. The coordinates are chosen to derive the under-approximation conditions on the manipulated variables $u$ and on the robot’s state $\dot{x}$. We initially derived such conditions for an energy tank model and then we prove that such conditions hold also in case of interconnected tank dynamics. The approximated dynamics is meant to be used just within the prediction horizon of the MPC controller. It’s value is reinitialized at each control cycle with the real energy value stored in the non-linear tank dynamic outside the MPC.

**Single energy tank**

Let $\dot{x}_t$ be the energy tank state that takes into account (6.63)

\[
\dot{x}_t = \sigma \left( \frac{x^T \dot{x}}{x^T x} + u_t(t) \right) \quad (6.78)
\]
Figure 6.15: Comparison between the non-linear tank dynamic (in red) and the tank linearization (in blue). a) the naive linearization, b) the linearization under the proposed constraints.

where $\sigma$ in this case is used to disconnect the tank from the manipulator to limit the energy stored in it. The power interconnection with the manipulator is done by

$$u(t) = -u^T(t)\dot{x}(t).$$

To get rid of the non-linear condition in $\sigma$, the linearization is performed only in the case of $\sigma = 1$ (namely when the tank is coupled with the robot). Under the aforementioned consideration the linearization of (6.78) can be defined as

$$\dot{\hat{x}}_t = \dot{x}^T D \dot{x} - u^T \dot{x} - \dot{x}^T D \dot{x} (\hat{x}_t(t) - \dot{x}_t) - \dot{x}^T (u(t) - \bar{u}) +$$

$$+ (2D \dot{x} - \bar{u})^T (\dot{x} - \dot{\hat{x}}).$$

To guarantee the solutions of $\dot{x}_t$ to be an under-approximation of the solutions of $\dot{\hat{x}}_t$ in (6.78) we need to satisfy $\forall t_0 \in \mathbb{R}^+$

$$x_t(t_0) + \int_{t_0}^{t_0+T} \dot{x}_t dt \leq x_t(t_0) + \int_{t_0}^{t_0+T} \dot{\hat{x}}_t dt$$

(6.81)

where $T$ is the prediction horizon of the MPC. The inequality (6.81) is equivalent to

$$\int_{t_0}^{t_0+T} (\dot{x}_t - \dot{\hat{x}}_t) dt \leq 0$$

(6.82)

and is satisfied if

$$\dot{x}_t - \dot{\hat{x}}_t \leq 0.$$  

(6.83)

Substituting (6.78) in (6.83)

$$\dot{x}_t \leq \sigma \left( \frac{x_t^T D \dot{x}}{x_t} + u_t(t) \right)$$

(6.84)
and considering the fact that \( \dot{x}^T D \dot{x} \geq 0 \), the condition (6.83) holds if and only if

\[
\dot{x}_t \leq -\sigma u(t)^T \dot{x}.
\]  

(6.85)

As before, not considering the damping term in (6.80), \( D = 0 \)

\[-\dot{x}^T u(t) - \bar{u}^T \dot{x} + \bar{u}^T \dot{x} \leq \dot{x}_t \leq -\sigma u(t)^T \dot{x}.
\]

(6.86)

we can satisfy (6.86) if and only if

\[-\dot{x}^T u(t) - \bar{u}^T \dot{x} + \bar{u}^T \dot{x} \leq -\sigma u(t)^T \dot{x}.
\]

(6.87)

Is it worth mentioning that such new condition does not depends on the tank level \( \hat{x}_t \). In case the real tank is disconnected from the manipulator (6.63), i.e., \( \sigma = 0 \), the set

\[
P_0 = \{ (\dot{x}, u) | (\bar{u} - u(t))^T \dot{x} \leq \bar{u}^T \dot{x} \}
\]

(6.88)

defines conditions on \( (\dot{x}, u) \) to be solutions to (6.87) with \( \sigma = 0 \). On the other hand, when the real tank is coupled with the manipulator, i.e., \( \sigma = 1 \), we can rewrite (6.87) as

\[
(u(t) - \bar{u})^T (\dot{x} - \dot{\hat{x}}) \leq 0
\]

(6.89)

where the set

\[
P_1 = \{ (\dot{x}, u) | (u_i(t) \leq \bar{u}_i \land \dot{x}_i \geq \dot{\hat{x}}_i) \lor \\
\lor (u_i(t) \geq \bar{u}_i \land \dot{x}_i \leq \dot{\hat{x}}_i), \forall i = 1 \ldots n \}
\]

(6.90)

defines the sufficient conditions on \( (\dot{x}, u) \) to be solutions of (6.87) with \( \sigma = 1 \). The conditions in the set \( P_1 \) are intended to be applied component-wise.

**Interconnected energy tanks**

Let now consider the case in which two energy tanks are connected together by means of the power signals \( P_{\text{in}} \) and \( P_{\text{out}} \). This scenario, as we saw in Chapter 5, is particularly useful in case of bilateral teleoperation since allows to share energy between the two teleoperation’s sides. As in the single tank case we need to find a set of constraints such that the under-approximation condition (6.83) holds. So, let \( \dot{x}_t \) be the interconnected tank dynamics defined in (5.27) such that substituting (5.27) in (6.83) we get

\[
\dot{x}_t \leq \frac{\dot{x}^T D \dot{x} + \sigma P_{\text{in}} - P_{\text{out}}(t)}{x_t} + u_t(t)
\]

(6.91)

Since \( \dot{x}^T D \dot{x} + \sigma P_{\text{in}} \geq 0 \) by (6.63), (5.29), the under-approximation condition (6.91) is satisfied if and only if

\[
\dot{x}_t \leq \frac{-P_{\text{out}}(t)}{x_t} + u_t(t)
\]

(6.92)
and substituting (6.66) in (6.92) the inequality is satisfied if and only if
\[ \dot{x}_t \leq -(1 - \sigma)u_t + E_{req}(t - \delta)\beta_o\bar{p} + u_t(t). \] (6.93)

Since \( E_{req}, \beta \in \{0, 1\} \), we can derive the bound conditions for the under-approximation in the worse case scenario. In such scenario, the tank leaks a fixed amount of energy \( \bar{p} \) over time. With this further consideration the inequality (6.93) reduces to
\[ \dot{x}_t \leq -(1 - \sigma)u_t(t) + u_t(t) + \bar{p} \] (6.94)

Let now define the linearization for the interconnected tanks \( \dot{x}_t \) as follows
\[ \dot{x}_t = -\dot{x}^T u(t) - \bar{u}^T \dot{x}(t) + \dot{x}^T \bar{u} + \bar{p}. \] (6.95)

Also in this case the linearization is performed to keep the tank and the manipulator always coupled during the optimization, i.e., with \( \sigma = 1 \). Substituting (6.79) in (6.94) we get the under-approximation condition for the interconnected energy tanks
\[ -\dot{x}^T u(t) - \bar{u}^T \dot{x} + \dot{x}^T \bar{u} \leq (1 - \sigma)u^T(t)\dot{x} - u^T(t)\dot{x}. \] (6.96)

which, thanks to (6.96), can be rewritten as
\[ -\dot{x}^T u(t) - \bar{u}^T \dot{x} + \dot{x}^T \bar{u} \leq -\sigma u^T(t)\dot{x}. \] (6.97)

The conditions for the interconnected case are guaranteed by the same passive sets \( P_1 \) and \( P_0 \).

**Stability analysis**

The proposed linearized tank dynamics can be used to enforce the closed loop stability of the following continuous-time MPC problem \( P(z, \dot{x}_t) \)
\[
V(z, \dot{x}_t) = \min_{u(\cdot)} \int_{0}^{T} C(z(\tau), u(\tau))d\tau \\
\text{subject to} \quad \dot{z} = f(z, u) \\
\dot{x}_t = -\dot{x}^T u(t) - \bar{u}^T \dot{x}(t) + \dot{x}^T \bar{u} + \bar{p} \\
z(0) = z_0, \dot{x}_t(0) = x_{t0} \\
z \in \mathcal{Z}, u \in \mathcal{U} \\
z(T) = 0 \quad (6.98) \\
\dot{x}_t \geq \varepsilon \quad (6.99) \\
(u, \dot{x}) \in P_\sigma \quad (6.100)
\]
where $V(z, \hat{x}_t)$ is the value function, $\sigma \in \{0, 1\}$ and $f(z, u)$ is the system controlled by the input

$$u = \kappa(\tau; z, x_t) = u^*(\tau; z, \hat{x}_t, t), \quad \tau \in [0, \Delta t] \quad (6.101)$$

with $z = \begin{bmatrix} x^T & \dot{x}^T \end{bmatrix}^T$ and where $u^*(\tau; z, \hat{x}_t, t)$ denotes the optimal control input at time $t$ of $\mathbb{P}(z, \hat{x}_t)$. The tank level variable $\sigma$ is initialized at each control cycle and kept constant along the prediction horizon $T$. The cost $C(\cdot)$ is a positive definite function and it satisfies $C(0, 0) = 0$. The sets $Z$ and $U$ are compact and represent the state and input constraints, respectively. Similar to [173], [174], we are keeping track of the energy accumulated in the system to enforce the closed-loop passivity by (6.99). In our case, we don’t compute the nonlinear storage function $x_t$ within the MPC but a linear under-approximation $\hat{x}_t$ by enforcing the additional constraint (6.100).

**Proposition 4.** The aforementioned MPC controller, augmented with the linear under-approximation $\hat{x}_t$ and constrained with (6.99) and (6.100) guarantees the open and closed loop stability.

**Proof.** Let $(z^*(\tau; z, \hat{x}_t, t), u^*(\tau; z, \hat{x}_t, t), \hat{x}_t^*(\tau; z, \hat{x}_t, t), t, \tau \in [0, T]$ be the optimal solution at time $t$ of $\mathbb{P}(z, \hat{x}_t)$. Now we prove that at time $t + \Delta t$ the truncated input function

$$\tilde{u}(\tau) = \begin{cases} u^*(\tau + \Delta t; z, x_t, t) & \tau \in [0, T - \Delta t] \\ 0 & \tau \in [T - \Delta t, T] \end{cases} \quad (6.102)$$

is a feasible solution to $\mathbb{P}(z^*(\Delta t, z, \hat{x}_t, t), \hat{x}_t^*(\Delta t, z, \hat{x}_t, t))$. Let

$$\tilde{z}(\tau) = \begin{cases} z^*(\tau + \Delta t; z, x_t, t) & \tau \in [0, T - \Delta t] \\ 0 & \tau \in [T - \Delta t, T] \end{cases} \quad (6.103)$$

be the truncated state function. By construction $\tilde{u}(\tau)$ is within the sets $U$ and $\mathcal{P}$ and $\tilde{z}(\tau)$ is contained in $Z$ and satisfies the terminal condition (6.98). Let at time $t$ the passivity condition (6.99) satisfied such that

$$\hat{x}_t(T) = \hat{x}_t(0) + \int_0^T (-\dot{\hat{x}}^T u^*(\tau; z, \hat{x}_t, t) - \hat{x}^T \dot{u}^*(\tau; z, \hat{x}_t, t) + \dot{x}^T \hat{u} + \bar{p})d\tau \geq \varepsilon \quad (6.104)$$

where $\hat{x}_t(0)$ is the initial condition at time $t$. At time $t + \Delta t$ the evolution of
\(\hat{x}_t(\cdot)\) when the previous feasible solution at time \(t\) is employed is
\[
\hat{x}_t(T) = \hat{x}_t(0) + \int_0^T (-\hat{x}^T \hat{u}(\tau) - \hat{u}^T \dot{\hat{x}}(\tau) + \dot{x}^T \hat{u} + \bar{p})d\tau \\
= \hat{x}_t(0) + \int_{\Delta t}^T (-\hat{x}^T \hat{u}^*(\tau; z, \hat{x}_t, t) - \hat{u}^T \dot{\hat{x}}^*(\tau; z, \hat{x}_t, t) + \hat{x}^T \hat{u} + \bar{p})d\tau 
\]
(6.105)

where \(\hat{x}_t(0) = \hat{x}_t(\Delta t)\). Adding and subtracting the term
\[
\int_0^{\Delta t} (-\dot{\hat{x}}^T \hat{u}^*(\tau; z, \hat{x}_t, t) - \hat{u}^T \dot{\hat{x}}^*(\tau; z, \hat{x}_t, t) + \hat{x}^T \hat{u} + \bar{p})d\tau \tag{6.106}
\]
in (6.105), we get
\[
\hat{x}_t(T) = \hat{x}_t(0) + \int_0^T (-\hat{x}^T \hat{u}^*(\tau; z, \hat{x}_t, t) - \hat{u}^T \dot{\hat{x}}^*(\tau; z, \hat{x}_t, t) + \hat{x}^T \hat{u} + \bar{p})d\tau \\
- \int_0^{\Delta t} (-\dot{\hat{x}}^T \hat{u}^*(\tau; z, \hat{x}_t, t) - \hat{u}^T \dot{\hat{x}}^*(\tau; z, \hat{x}_t, t) + \hat{x}^T \hat{u} + \bar{p})d\tau 
\]
(6.107)
which can be rewritten as
\[
\hat{x}_t(T) = \hat{x}_t(\Delta t) + \int_{\Delta t}^T (-\hat{x}^T \hat{u}^*(\tau; z, \hat{x}_t, t) - \hat{u}^T \dot{\hat{x}}^*(\tau; z, \hat{x}_t, t) + \hat{x}^T \hat{u} + \bar{p})d\tau. 
\]
(6.108)

By the definition of the approximated tank dynamics (6.95), we can rewrite (6.108) such that
\[
\hat{x}_t(T) = \hat{x}_t(T) \geq \varepsilon \tag{6.109}
\]
which shows the feasibility of the integral constraint (6.99) which enforces the passivity of the open-loop controller. Moreover, the feasibility at any time guarantees also the invariance of the set
\[
\mathcal{X} = \{ z \in \mathcal{Z} | \mathbb{P}(z, T^{ini}) \text{ is feasible} \} \tag{6.110}
\]
which contains all the initial states \(z\) such that a solution to \(\mathbb{P}(z, T^{ini})\) exists, where \(T^{ini} > \varepsilon\) is the initial energy level stored in the tank.

Let now \(\mathcal{X}_{\hat{x}_{t_0}} = \{ z \in \mathcal{Z} | \mathbb{P}(z, \hat{x}_{t_0}) \text{ is feasible} \} \) be the set of feasible states \(z\) with \(\hat{x}_{t_0}\) be the amount of energy stored in the tank at time \(t\). To guarantee the closed-loop stability \(\forall z(0) \in \mathcal{X}\) with \(\hat{x}_t(0) = T^{ini}\) we need to satisfy for all \(t \geq 0\) and \(z \in \mathcal{X}_{\hat{x}_{t_0}}\)
\[
\int_0^t (-\hat{x}^T \kappa(\tau; z, x_t) - \hat{u}^T \dot{x}(\tau) + \hat{x}^T \hat{u} + \bar{p})d\tau \geq \varepsilon. 
\]
(6.111)
Thanks to the invariance set (6.110) the proposed MPC scheme is always feasible if it is feasible at time $t_0$, and $\forall z \in \mathcal{X}_{\hat{x}_t}$ the following condition holds

$$
\hat{x}_t(t_0) + \int_{t_0}^{t_0+\Delta t} (-\hat{\dot{x}}^T \kappa(\tau; z, x_t) - \hat{\dot{u}}^T \hat{x}(\tau) + \hat{\dot{x}}^T \hat{u} + \hat{p})d\tau + \\
+ \int_{t_0+\Delta t}^{t_0+T} (-\hat{\dot{x}}^T u(\tau) - \hat{\dot{u}}^T \hat{x}(\tau) + \hat{\dot{x}}^T \hat{u} + \hat{p})d\tau \geq \varepsilon
$$

(6.112)

where

$$
\hat{x}_t(t_0) = \int_{0}^{t_0} (-\hat{\dot{x}}^T \kappa(\tau; z, x_t) - \hat{\dot{u}}^T \hat{x}(\tau) + \hat{\dot{x}}^T \hat{u} + \hat{p})d\tau
$$

(6.113)

and the contribution from $t_0 + \Delta t$ to $t_0 + T$ in (6.112) is given by the open-loop controller. Since (6.112) holds for any $t_0 > 0$ the closed-loop controller (6.101) is passive $\forall z \in \mathcal{X}_{\hat{x}_t}$.

### 6.5.2 Adaptive linear MPC modelling

Since the teleoperation control architecture is distributed between operator and remote sides, the whole control system has been replicated at both sides of the communication channel, as shown in Figure (6.16). The adaptive MPC plant is composed of two linearized manipulator dynamics, the linear approximation of the energy tanks, and the environment model. Such model is not constant over time: the local linearization of the tank and the switching behaviour (free-motion vs contact) of the remote side system should be recomputed at each control cycle. To mitigate the effect of the linear under-approximation the tanks inside the MPC are reinitialized at each cycle with the energy level contained in the real tanks outside the MPC. Moreover, the whole system is subjected to different exogenous inputs depending at which side of the teleoperation the controller is.

Let $z \in \mathbb{R}^N$ be the state vector of the MPC where $N = 4n + 1$ and let the dynamic model within the MPC system be

$$
\begin{align*}
\dot{z}(t) &= Az(t) + Bu(t) + B^d d(t) \\
y(t) &= Cz(t) + D^d d(t)
\end{align*}
$$

(6.114)

where $d(t) \in \mathbb{R}^{3n+1}$ is the measured exogenous input of the system and depends on the controlled manipulator. At the operator side is equal to

$$
d_o = \begin{bmatrix} h_o \ u_r \ \psi(t) x_e \\
(\hat{\dot{x}}_o^T \hat{u}_o + \hat{p}_o) \end{bmatrix}
$$

(6.115)
while at the remote side is defined as

\[
d_r = \begin{bmatrix}
h_o \\
u_o \\
\psi(t)x_e \\
(\hat{x}_r^T \bar{u}_r + \bar{p}_r)
\end{bmatrix}, \tag{6.116}
\]

The state evolution matrix \( A \in \mathbb{R}^{N \times N} \) is time-varying and is composed of the state evolution matrices of the both manipulators and the tank of the controlled teleoperation side. The full state evolution matrix

\[
A = \begin{cases} 
A_o, & \text{MPC at the operator side} \\
A_r, & \text{MPC at the remote side}
\end{cases}
\]

within the MPC at the operator side is

\[
A_o = \begin{pmatrix}
A_{1,1} & 0^{2n \times 1} & 0^{2n \times 2n} \\
0^{1 \times n} - \bar{u}_o^T & 0^{1 \times 1} & 0^{1 \times 2n} \\
0^{2n \times 2n} & 0^{2n \times 1} & A_{2,2}
\end{pmatrix}, \tag{6.117}
\]

while at the remote side is

\[
A_r = \begin{pmatrix}
A_{1,1} & 0^{2n \times 1} & 0^{2n \times 2n} \\
0^{1 \times 2n} & 0^{1 \times 1} & 0^{1 \times n} - \bar{u}_r^T \\
0^{2n \times 2n} & 0^{2n \times 1} & A_{2,2}
\end{pmatrix}, \tag{6.118}
\]

where \( A_{1,1} \) and \( A_{2,2} \) are the operator and remote side manipulators state evolution matrices, respectively. The operator side robot model is

\[
A_{1,1} = \begin{pmatrix}
0^{n \times n} & I^{n \times n} \\
0^{n \times n} & -M_o^{-1} D_o
\end{pmatrix}. \tag{6.119}
\]
while the remote side robot model $A_{2,2}$ is time varying since the manipulator switches over time between the free-motion and contact state. In the free-motion case (i.e., $\psi(t) = 0$)

$$A_{2,2} = \begin{pmatrix} 0^{n \times n} & I^{n \times n} \\ 0^{n \times n} & -M_r^{-1}D_r \end{pmatrix}$$  \hspace{1cm} (6.120)$$

while in the contact case (i.e. $\psi(t) = 1$)

$$A_{2,2} = \begin{pmatrix} 0^{n \times n} & I^{n \times n} \\ -M_r^{-1}K_e & -M_r^{-1}(D_r + B_e) \end{pmatrix}.$$  \hspace{1cm} (6.121)

Moreover, the matrix $A$ must be recomputed at each control cycle since it depends on the linearization point of the tank dynamics and also on the dynamic parameters of the environment model. The output matrix $C \in \mathbb{R}^{3n \times N}$ is also time-varying and depends on the contact state $\psi(t)$. In case $\psi(t) = 0$

$$C = \begin{pmatrix} I^{2n \times 2n} & 0^{2n \times 1} & 0^{n \times 2n} \\ 0^{n \times 2n} & 0^{n \times 1} & -I^{2n \times 2n} \end{pmatrix}$$  \hspace{1cm} (6.122)$$

while in case $\psi(t) = 1$

$$C = \begin{pmatrix} I^{2n \times 2n} & 0^{2n \times 1} & -I^{n \times n} \\ 0^{n \times 2n} & 0^{n \times 1} & -K_e & -B_e \end{pmatrix}.$$  \hspace{1cm} (6.123)

while the output disturbance matrix $D^d \in \mathbb{R}^{3n \times 3n+1}$ is again time-varying but it does not depends on the contact state

$$D^d = \begin{pmatrix} 0^{2n \times n} & 0^{2n \times n} & 0^{2n \times n} \\ 0^{n \times n} & 0^{n \times n} & K_e & 0 \end{pmatrix}.$$  \hspace{1cm} (6.124)

The output vector of such system

$$y(t) = \begin{bmatrix} (x_o - x_r) \\ \dot{x}_o - \dot{x}_r \\ h_r \end{bmatrix}$$  \hspace{1cm} (6.125)$$

is composed of the position and velocity errors between the operator and remote robots, and the environment reaction force. The input matrix $B \in \mathbb{R}^{N \times n}$ is

$$B = \begin{cases} B_o, \text{ MPC at the operator side} \\ B_r, \text{ MPC at the remote side} \end{cases}$$

and the input disturbance matrix $B^d \in \mathbb{R}^{N \times 3n+1}$ is

$$B^d = \begin{cases} B^d_o, \text{ MPC at the operator side} \\ B^d_r, \text{ MPC at the remote side} \end{cases}$$
and they depend on the controlled manipulator. At the operator side, \( B_o \) and \( B^d_o \), are defined as

\[
B_o = \begin{pmatrix}
0^{n \times n} \\
M^{-1}_o - \bar{x}_o^T \\
0^{n \times n}
\end{pmatrix}, \quad B^d_o = \begin{pmatrix}
0^{n \times n} \\
M^{-1}_o 0^{n \times n} 0^{n \times n} 0 \\
0^{1 \times n} 0^{1 \times n} 0^{1 \times n} 1 \\
0^{n \times n} 0^{n \times n} 0^{n \times n} 0 \\
0^{n \times n} M^{-1}_r \end{pmatrix}
\]

(6.126)

On this side of the teleoperation control architecture, only the operator-side model is controlled while the remote-side model input is kept constant over the time horizon. At the remote side the input matrices \( B_r \) and \( B^d_r \) are

\[
B_r = \begin{pmatrix}
0^{n \times n} \\
-\bar{x}_r^T \\
0^{n \times n}
\end{pmatrix}, \quad B^d_r = \begin{pmatrix}
0^{n \times n} \\
M^{-1}_o M^{-1}_r 0^{n \times n} 0 \\
0^{1 \times n} 0^{1 \times n} 0^{1 \times n} 1 \\
0^{n \times n} 0^{n \times n} 0^{n \times n} 0 \\
0^{n \times n} 0^{n \times n} M^{-1}_r K_e \end{pmatrix}
\]

(6.127)

and only the remote-side model is controlled by the MPC, while the operator-side manipulator input is kept constant over time. In the next two subsections, we will describe the MPC controllers at the operator and remote side. Is it worth noticing that to guarantee the passivity of the system we perform the check on the tank state variable \( \hat{x}_t \) (i.e., \( \hat{x}_t > \varepsilon \)) instead of \( E(t) \) (i.e., \( E = \frac{1}{2} \dot{x}_t^2 > \varepsilon \)). This inequality is a linear constraint and is equivalent to the condition on the energy \( \hat{x}_t(t) > 0 \iff E(t) > 0, \forall t \), since \( \hat{x}_t(t) \) is always positive as well.

**Operator side teleoperation**

Let \( z_o \in \mathbb{R}^N \) be the state vector of the MPC at the operator side

\[
z_o(k) = \begin{bmatrix}
x_o(k) \\
x_o(k) \\
x_t_o(k) \\
x_r(k - \delta_o(k)) \\
x_r(k - \delta_o(k))
\end{bmatrix}
\]

(6.128)

and let \( f_o(z, u, d) \) be the update equation of the operator side MPC

\[
z_o(k + 1) = f_o(z_o(k), u_o(k), d_o(k)) = \bar{A}z_o(k) + \bar{B}_o u_o(k) + \bar{B}^d_o d_o(k)
\]

(6.129)

where \( x_o, \dot{x}_o, x_t_o \) are the Cartesian position, velocity, and the tank value for the operator side, while \( x_r, \dot{x}_r \) are the Cartesian position and velocity for
the remote side; \( u_o \in \mathbb{R}^n \) is the operator control command and \( \delta_o(k) \in \mathbb{N} \) is the communication delay from environment to operator side at time \( t = k\Delta t \). As before, the matrices \( \bar{A}, \bar{B}, \bar{B}^d \) are the discrete-time equivalent of the aforementioned continuous dynamic model. Due to the distributed approach the state of the opposite side dynamics and the last applied command are received after \( \delta_o(k) \) steps of delay.

The operator side tank’s level \( x_{t_o} \) is computed using the observed state \( x_o(k), \dot{x}_o(k) \) and the control input \( u_o(k) \). The remote side robot’s model state \( x_r(k - \delta_o(k)), \dot{x}_r(k - \delta_o(k)) \) are estimated using the delayed control input \( u_r(k - \delta_o(k)) \). The same works also for the estimation of the interaction torque \( \hat{h}_r \) which is computed on both sides of the teleoperation architecture based on the observed remote side robot state. The two estimators compute at every control cycle the tank level and the environment torque applying (5.27) and (6.13) respectively.

The cost function to be minimised would balance the position and velocity tracking error between the operator and remote sides. Moreover, the cost function moderates the control input \( \hat{u}_o \) and its rate of change \( \Delta \hat{u}_o \). The resulting quadratic cost function at time \( k \) is the same adopted for the non-linear MPC (6.24)

\[
C_o(\hat{z}, \hat{u}_o) = \sum_{i=1}^{k_p} \hat{e}(k+i)^T \Lambda_p \hat{e}(k+i) + \hat{e}(k+i)^T \Lambda_v \hat{e}(k+i) + \sum_{j=1}^{k_v} \hat{u}_o(k+j)^T \Lambda_v \hat{u}_o(k+j) + \Delta \hat{u}_o(k+j)^T \Lambda_d \Delta \hat{u}_o(k+j) \quad (6.130)
\]

The optimal control inputs \( \hat{u}^*_o(k), \ldots, \hat{u}^*_o(k + k_c) \) are obtained as a solution of the finite-horizon constrained optimal LQ control problem

\[
\hat{u}^*_o(k+i)|_{i=0}^{k_c} = \underset{\hat{u}_o(\cdot)}{\arg \min} \quad C_o(\hat{z}, \hat{u}_o, d_o)
\quad \text{subject to} \quad \hat{z}(k) = z(k)
\quad \hat{z}(k+1) = f_o(\hat{z}, \hat{u}_o, d_o)
\quad \hat{z}(k+k_p) \in \mathcal{Z}^f_o
\quad \hat{x}_{T_o} \geq \varepsilon_o
\quad (u_o(k), \dot{x}_o(k)) \in \mathcal{P}_o
\]

where

\[
\mathcal{Z}^f_o = \{(\hat{x}_o, \dot{x}_o, \hat{x}_r, \dot{x}_r)|\hat{x}_o = \hat{x}_r = x_r(k - \delta_o(k) + k_p) \land \hat{x}_o = \hat{x}_r = x_r(k - \delta_o(k) + k_p)\} \quad (6.131)
\]
is the terminal constraint on the robot’s dynamics. We also assume \( u_r \) and \( h_o \) constants over the optimisation horizon.

**Remote side teleoperation**

For the remote side, the optimisation problem is similar as the operator side. The state vector \( z_r \in \mathbb{R}^N \) has the same dimension of \( z_o \) and is given by

\[
z_r(k) = \begin{bmatrix}
x_o(k - \delta_r(k))
\dot{x}_o(k - \delta_r(k))
x_r(k)
\dot{x}(k)
\end{bmatrix}
\]

where \( \delta_r(k) \in \mathbb{N} \) is the communication delay from the remote side to the operator side. The update equation for \( z_r \) and the cost function (6.130) must be changed accordingly with the new state vector \( z_r \) and with the new control input \( u_r \). Moreover, the optimisation problem is subjected to a new additional constraint since the controller at the remote side must enforce the interaction force upper-bound (6.133)

\[
\hat{u}^*_r(k + i)_{i=0}^{k_p} = \arg\min_{\hat{u}_r(\cdot)} C_r(\hat{z}, \hat{u}_r, d_r)
\]

subject to \( \hat{z}(k) = z(k) \)

\[
\hat{z}(k + 1) = f_r(\hat{z}, \hat{u}_r, d_r)
\]

\( \hat{z}(k + k_p) \in Z_r^f \)

\( \hat{x}_r \geq \varepsilon_r \)

\( (u_r(k), \dot{x}_r(k)) \in P_{\sigma}^r \)

\( \dot{h}_r \leq T_{\max} \)

\( \dot{h}_r \geq 0. \)

where

\[
Z_r^f = \{(\hat{x}_o, \hat{x}_o, \hat{x}_r, \dot{x}_r) | \hat{x}_o = \hat{x}_r = x_o(k - \delta_r(k) + k_p) \wedge \dot{\hat{x}}_o = \dot{x}_r = \dot{x}_o(k - \delta_r(k) + k_p)\}
\]

Since the environment model is constant over the prediction horizon, the contact state cannot change as well (6.134).

**6.6 Passivity-based hybrid linear MPC**

The non-linear and linear P-MPC presented in the previous sections are on one side a slow but precise model of the whole teleoperation system, and on
the other side faster but approximated. The main limitation on the linear approximation is the assumption of having a stable contact state during the prediction horizon. This is due to the linear approximation of the interaction dynamics. To cope with this limitation we propose to model the teleoperation as a hybrid system and we will present a hybrid linear P-MPC, which can be seen as a trade-off solution between the methodologies proposed above.

In general, hybrid systems are a mixture of continuos time dynamics and discrete events. As opposed to classical control design where the event-driven and time-driven dynamics are considered separately, in hybrid systems such dynamics interact. Such separation of asynchronous and synchronous controls will in many cases, however, lead to a too-conservative design. The interaction between these two dynamics are such that changes in the system state occur both in response of discrete events and continuos dynamics, described by difference and differential equation, respectively. A hybrid control system is a control system, where the plant or the controller, individually, or in combination, can be modelled as a hybrid system.

Let the dynamic model of a manipulator in the operational space be

\[ M(x)\ddot{x} + C(\dot{x}, x)\dot{x} + g(x) = h + u \]  \hfill (6.136)

where \( x \in \mathbb{R}^n \) are the Cartesian space coordinates of the robot, \( M(x) \), \( C(\dot{x}, x), g(x) \) are the inertia, Coriolis and gravity terms, \( h \) and \( u \) are the external and the control forces/torques. As in Section 6.2, the robot model used within the hybrid-MPC is the exact linearisation via feedback of the robot dynamics defined in (6.136).

### 6.6.1 Linearized energy tank

As we pointed out in the previous section, the energy-storing system defined in (5.27)

\[
\dot{x}_t = \dot{x}_w^T D_w \dot{x}_w + \sigma_w P_{\text{in}}(t) - \frac{P_{\text{out}}(t)}{x_t} + u_t \quad \hfill (6.137)
\]

is non-linear since the energy must be computed at the power port of the tank and this prevents the definition of a quadratic optimization problem within the MPC. For this reason we adopt its first-order linear approximation as defined in Section 6.5.1 and so also in this case to guarantee the passivity of the system we perform the check on the tank state variable \( x_t \).
6.6.2 Hybrid bilateral teleoperation

Since the teleoperation control law is distributed as shown in Figure 6.17, the control system must be replicated on both sides of the communication channel. The model is not constant over time since the local linearization of the tank and the estimation of the environment should be recomputed at each control cycle. Moreover, even if the general structure of the hybrid systems is the same on both sides of the teleoperation architecture, the actual operator/remote systems are subjected to different exogenous inputs and have different matrices.

Let \((z, q, b)\) be the state vector of the hybrid system modelling the bilateral teleoperation: similarly to the previous section, \(z \in \mathbb{R}^N\), with \(N = 4n + 1\), is the state of the two manipulators and the energy tank of the controlled side. The contact state at the remote side is represented by the logic variable \( q \in Q = \{0, 1\} \), while the number of environment transitions is \( b \in \mathbb{N} \). The continuous dynamics is

\[
\begin{align*}
\dot{z}(t) &= A(q)z(t) + Bu(t) + B^d d(t) \\
\dot{q}(t) &= 0 \\
\dot{b}(t) &= 0
\end{align*}
\]  

(6.138)

where \((z, q, b) \in C := \mathbb{R}^N \times Q \times \mathbb{N}\) and \(d(t)\) is a measured exogenous input similar to the ones defined in (6.115) and (6.116) for the operator and remote side respectively. The main difference is that in the case of hybrid system the
switching behaviour of $\psi(t)x_e$ is modelled within (6.138) such that

$$d_o = \begin{bmatrix} h_o \\ u_o \\ q_x_e \\ (x_r^T \bar{u}_o + \bar{p}_o) \end{bmatrix}$$ (6.139)

while at the remote side is defined as

$$d_r = \begin{bmatrix} h_o \\ u_o \\ q_x_e \\ (x_r^T \bar{u}_r + \bar{p}_r) \end{bmatrix}.$$ (6.140)

As shown in Figure 6.18, the interaction with the environment is modelled as a two-state automaton where the current state $q \in \{q_0, q_1\}$ selects the appropriate continuous dynamics:

- $q_0$ means that the remote manipulator is in free-motion
- $q_1$ means that the remote manipulator is in contact.

When the current state $q$ goes from $0 \to 1$ or $1 \to 0$ the number of transitions $b$ is increased by one. The jump dynamics is given by

$$z^+ = z, \quad q^+ = 1, \quad b^+ = b + 1, \quad (z, q, b) \in D_0$$ (6.141)

$$z^+ = z, \quad q^+ = 0, \quad b^+ = b + 1, \quad (z, q, b) \in D_1$$ (6.142)

where the jump set is $D = D_0 \cup D_1$

$$D_0 = \{(z, q, b) \in \mathbb{R}^N \times Q \times \mathbb{N} \mid q = 0 \land x_r \geq x_e\},$$ (6.143)

$$D_1 = \{(z, q, b) \in \mathbb{R}^N \times Q \times \mathbb{N} \mid q = 1 \land x_r \leq x_e\}. $$ (6.144)

The output map of the hybrid system is the output vector (6.125) together with the number of state transitions $b$

$$y(t) = \begin{bmatrix} C(q)z(t) + D^id(t) \\ b \end{bmatrix} = \begin{bmatrix} x_o - x_r \\ \dot{x}_o - \dot{x}_r \\ h_r \\ b \end{bmatrix}$$ (6.145)
Continuous dynamics

The continuous dynamic of the hybrid system can be directly derived from the previous section. In fact, the matrices which previously was defined depending on $\psi(t)$ now are function of the contact state $q$.

The state evolution matrix $A(q) \in \mathbb{R}^{N \times N}$ at the operator side results to be

$$A_o(q) = \begin{pmatrix} A_{1,1} & 0^{2n \times 1} & 0^{2n \times 2n} \\ 0^{1 \times n} - \bar{u}_o^T & 0^{1 \times 1} & 0^{1 \times 2n} \\ 0^{2n \times 2n} & 0^{2n \times 1} & A_{2,2}(q) \end{pmatrix}$$

(6.146)

while at the remote side is

$$A_r(q) = \begin{pmatrix} A_{1,1} & 0^{2n \times 1} & 0^{2n \times 2n} \\ 0^{1 \times 2n} & 0^{1 \times 1} & 0^{1 \times n} - \bar{u}_r^T \\ 0^{2n \times 2n} & 0^{2n \times 1} & A_{2,2}(q) \end{pmatrix}$$

(6.147)

The operator side robot model is the same as before, while the remote side robot model $A_{2,2}(q)$ can be rewritten as

$$A_{2,2}(q) = \begin{pmatrix} 0^{n \times n} & I^{n \times n} \\ -qM_r^{-1}K_e & -M_r^{-1}(D_r + qB_e) \end{pmatrix}$$

(6.148)

Similar to $A$, the output matrix $C(q) \in \mathbb{R}^{3 \times N}$ can be rewritten as

$$C(q) = \begin{pmatrix} I^{2n \times 2n} & 0^{2n \times 1} & -I^{n \times n} & -I^{n \times n} \\ 0^{n \times 2n} & 0^{n \times 1} & -qK_e & -qB_e \end{pmatrix}$$

(6.149)

The other matrices $B_o, B_r, B_{od}, B_{rd}, D_d$ which define the model of the bilateral teleoperation are the same as in the previous section.

6.6.3 Hybrid MPC

The optimal control strategies adopted at the operator and remote sides are based on the design of hybrid-MPC for piece-wise affine (PWA) systems. The discretized version of the hybrid system in (6.138) can be translated into an equivalent PWA system [175] and this process is fully automated using the HYbrid System DEscription Language (HYSDEL) framework [176].

Operator side teleoperation

Let $(z_o, q_o, b_o)$ be the state vector of the hybrid-MPC at the operator side. Based on the PWA representation of the hybrid bilateral teleoperation system, the hybrid-MPC is computed using the multi-parametric constrained receding
horizon control design for hybrid systems [177]. We use the quadratic norm as metric and we minimize a cost function similar to (6.24)

$$C_o(\hat{z}, \hat{u}_o) = \sum_{i=1}^{k_o} \hat{e}(k+i)^T \Lambda_p \hat{e}(k+i) + \hat{e}(k+i)^T \Lambda_v \hat{e}(k+i) +$$

$$+ \Delta \hat{u}_o(k+i)^T \Lambda_d \Delta \hat{u}_o(k+i) +$$

$$+ \lambda b_o(k+i)$$  

(6.150)

where $\Lambda_p$, $\Lambda_v$ and $\Lambda_d$ are positive semi-definite weight matrices and $\lambda$ is the scalar weight for the number of contact transitions. The optimization is subjected to the following inequality constraints

$$\hat{x}_{t_o} \geq \varepsilon_o$$  

(6.151)

$$\hat{x}_{t_r} \geq \varepsilon_r$$  

(6.152)

which guarantee together with the under-approximation constraints defined in the previous section that the overall teleoperation system is passive by construction.

Remote side teleoperation

For the remote side, the optimisation problem is similar as the operator side with the following state vector $(z_r, q_r, b_r)$ where now the components of $z_r$ of the operator side are initialized with $\delta_r(k) \in \mathbb{N}$ steps of communication delay. The update equation for $z_r$ and the cost function (6.150) must be changed accordingly to the new definition of $z_r$, the number of transitions $b_r$ and with the new control input $u_r$. Moreover, the optimisation problem is subjected to additional constraints since the controller at the remote side must enforce the interaction force bound (6.153)

$$\hat{x}_{t_o} \geq \varepsilon_o$$

$$\hat{x}_{t_r} \geq \varepsilon_r$$

$$\hat{h}_r \leq T^{\max}.$$  

(6.153)

6.6.4 Simulation results

The proposed method has been validated in a simulated environment using the Hybrid Toolbox [176] with Matlab 2021a. As in Section 6.3.4 we modelled the behaviour of the human operator (i.e., $h_o$) as a PD position controller. The two hybrid-MPCs provide as in the other teleoperation scenarios, the
force feedback and the command torques to the operator and remote side manipulators, respectively.

The simulated teleoperation setup consists of two 1-DOF robotic manipulators and a communication channel with a constant delay of 0.1 s in both directions. The sampling time of the controller is set to $\Delta t = 0.02$ s and the prediction horizon of the hybrid-MPC equals to 8 steps. The thresholds of the tanks are the same for both sides of the teleoperation and are set to $T_{\text{max}} = 5$, $T_{\text{ava}} = 0.6$, $T_{\text{req}} = 0.2$, $\epsilon = 0.001$, $\bar{P} = 0.01$. The tanks are initialised to $T_{\text{max}}/2$ for the operator side and $T_{\text{max}}/2$ for the remote side. The robot parameters, inertia $j = 0.0266 \text{kgm}^2$ and friction $d = 0.0218 \text{Ns}$, are the same for both motors. Since the environment parameters are estimated online, to provide a conservative control action during the convergence of the estimator, we initialize the control system with an overestimation. In our setup this estimation has been empirically set to be the 110% of the nominal parameters.

**Soft contact with force constraint**

In the first scenario, we simulate contact with a soft material placed 1 rad ahead of the starting position of the remote-side manipulator. The nominal parameters of the environment model are $K_e = 500$ and $B_e = 10$. The interaction force is constrained to be $\leq 3 \text{N}$, which is at least a reduction of the 60% of the unconstrained peak force. Figure 6.19a shows the desired position for the operator together with the actual position of the operator (i.e., haptic device) and the remote robot. The contact with the environment occurs between 0.5 s to 1 s and the system quickly reaches the equilibrium. The control commands at both sides of the teleoperation are shown in Figure 6.19b. The action of the controller can prevent any bounce-off effect as shown in Figure 6.19c. Finally, Figure 6.19d shows the evolution of the environment reaction force. The combination of bounce reduction and force constraints guarantees the force to be correctly bounded within the desired upper limit.

**Hard contact with bounce reduction**

In the second scenario, we simulate contact with a hard material placed again at 1 rad ahead of the remote-side manipulator’s starting position. For the hard contact, the nominal parameters of the environment are $K_e = 2500$ and $B_e = 12$. As in the previous scenario the positions of the two manipulators, Figure 6.20a, do not show oscillatory behaviour during the transition between free-motion and contact. And again, the system can reach equilibrium in about 2 s. The command torques, shown in Figure 6.20b, are smooth despite the stiff
Figure 6.19: Simulation of soft contact with force constraints under constant communication delay. a) in black the desired trajectory, and in red and blue the position of the operator- and remote-side manipulators, respectively, b) command torques at the operator side (red) and at the remote-side (blue), c) switches of the contact state over time, d) the reaction environment force, in dashed black the upper and lower bounds.
Figure 6.20: Simulation of hard contact with bounce reduction under constant communication delay. a) in black the desired trajectory, and in red and blue the position of the operator- and remote-side manipulators, respectively, b) command torques at the operator side (red) and at the remote-side (blue), c) switches of the contact state over time, d) the reaction environment force.
environment. Moreover, as shown in Figure 6.20c, the proposed method does not cause any chattering in the transition between free motion and contact. As opposed to the soft contact scenario, the environment force is always close to zero, see Figure 6.20d. This behaviour is caused by the ratio between the weight on the control input variation and the weight on the tracking error. Since the system reaches the equilibrium with a very small indentation within the environment, the remote-side controller could be subjected to chattering and so the reduction of the contact transitions plays an important role. For this reason, in the same scenario, we performed multiple experiments varying the weight $\lambda$ to see how its value in the cost function affects the amount of chattering. As shown in Figure 6.21, with $\lambda = 0$, i.e., no penalty on $b$, the number of contact transitions is quite high. While with $\lambda > 0$ the number of transitions is dramatically reduced.
In this thesis, we aimed to investigate the applications of optimal control for a semi-autonomous robotic surgical system. We exploit optimal control to manage the unexpected events which would eventually occur during a surgical procedure. We focus on designing a novel constrained bilateral teleoperation, where safety conditions are guaranteed even in the case of manual intervention. The experimental validation of the proposed methodologies has been carried out within the SARAS project and has been conducted on a synthetic anatomical phantom. As described in Chapter 2, the experimental setup consists of the da Vinci® robotic platform and the custom SARAS robotic arms.

In Chapter 3, we presented and tested the preliminary technologies used in Chapter 4 to implement the robotic system’s supervisory controller. Such technologies are a novel 3D calibration procedure for a multi-arm robotic system and a point cloud-based registration for pre-operative data. The proposed calibration outperformed the state-of-the-art reaching an accuracy below 1 mm during a dual-arm manipulation scenario. The main drawback of this calibration technique is the current limitation of RGB-D camera, which nowadays limits its application in surgery due to the lack of RGB-D endoscope. Anyhow, the proposed methodology can be extended to the standard stereo endoscope. Another improvement is to automate the calibration procedure which can significantly simplifies its implementation in a realistic surgical setup. The proposed pre-operative registration routine is able to map a 3D anatomical model within the patient’s anatomy exploiting a feature-based 3D aligning with a sparse point cloud from SLAM. We also provided an effective solution to derive the scaling factor of the SLAM reconstruction using robot kinematics. The proposed registration currently does not take into account any environment deformation and therefore can map only static information; we plan to extend it also to dynamic objects in the future. To do so, we plan to update
the pre-operative model with the deformation and perform the registration online with the extended SLAM.

In Chapter 4, we presented the modelling framework used to define and implement the supervisory controller adopted in this thesis. The proposed methodology, together with the previous calibration and registration techniques, proved to be robust, modular, and flexible. We successfully executed the tasks usually performed by an assistant surgeon in a semi-autonomous fashion. The system successfully assisted the main surgeon on the RARP, and, during the extensive verification of the platform, we saw only 2 phases out of 38 interrupted by an unrecoverable error. Such situations were caused by inappropriate initial positioning of the pre-operative points of interest and the surgeon’s inexperience while collaborating with SARAS arms.

In Chapter 5, we presented the bilateral teleoperation technique and we proposed some improvements to the two-layer control methodology. Firstly, we improved the energy tank dynamics by implementing a more efficient energy sharing protocol. Then, we proposed a revised version of the two-layer bilateral teleoperation algorithm adopting an optimal modulation policy. The new energy tank properly implements the upper-bound and provides a better exchange of the exceeding energy between the two sides of the teleoperation system. This new methodology proven to reduce conservativeness and improve transparency while guaranteeing passivity. We later coupled the energy tank and the manipulator exploiting a convex optimization problem to ensure robust stability and optimal performance. The optimal modulation had been experimentally validated both on a KUKA manipulator and the da Vinci® robotic system, while the new energy tank dynamics has been numerically verified in simulation.

In Chapter 6, we recast the two-layer approach in a passivity-based optimal control problem. In particular, we initially defined a non-linear P-MPC to constrain the interaction forces and then we proposed a linearized version of the P-MPC controller to provide real-time capabilities for multi-DOF manipulators. Finally, we presented an initial analysis of the application of hybrid-system theory to model the switching interaction between the robot’s end-effector and the environment. The proposed P-MPCs demonstrated the capability of always guaranteeing the stability of the teleoperation also under communication delay. To reduce the computational effort we run the P-MPC on top of a feedback linearization of the robot dynamics. We also show that in case of position-controlled manipulators, the methodology can be used by considering also the controller dynamics inside the feedback. Moreover, we proposed and proved the effectiveness of a linearized energy tank dynamics
allowing us to embed the passivity constraint for linear P-MPC. In the end, the hybrid linear P-MPC demonstrated smooth transitions between contact and free motion while guaranteeing passivity and enforcing force constraints. The methodology has been able to mitigate and in some cases prevent the bouncing-off effect induced by the interaction with the environment. In the future we plan to integrate and experimental validate the proposed linear P-MPC in the Franka Emika robots within the SARAS platforms.
Appendix A

libmpc++

libmpc++ is a free/open-source library for solving linear and non-linear Model Predictive Control (MPC). The library is written in standard C++17 and provides static and dynamic memory allocation via templated interfacing classes. It is available on Linux, MacOs and Windows and comes with a limited set of dependencies. It provides:

- Support for linear and non-linear MPC optimal control problem formulation
- Handles discrete-time and continuos-time (for the non-linear MPC only) system’s dynamics definition
- Different length for the prediction and control horizon
- Automatic Jacobian approximation for non-linear MPC
- Header-only implementation
- Free/open-source software

To solve the optimization problems, libmpc++ uses OSQP [172] and NLopt [178] for linear and non-linear MPC, respectively. The source code and the references are available here https://github.com/nicolapiccinelli/libmpc.
A.1 Linear MPC

The linear MPC addresses the solution of the following convex quadratic optimization problem

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=0}^{N}(y_k - y_r)^T \Lambda_y (y_k - y_r) + \sum_{k=0}^{N-1}(u_k - u_r)^T \Lambda_u (u_k - u_r) + \\
& \quad + \sum_{k=0}^{N-1}(\Delta u_k - \Delta u_r)^T \Lambda_{du} (\Delta u_k - \Delta u_r) \\
\text{subject to} & \quad x_{k+1} = Ax_k + Bu_k + B^d d_k \\
& \quad x_{\text{min}} \leq x_k \leq x_{\text{max}} \\
& \quad y_{\text{min}} \leq y_k \leq y_{\text{max}} \\
& \quad u_{\text{min}} \leq u_k \leq u_{\text{max}} \\
& \quad s_{\text{min}} \leq \bar{x}^T x_k + \bar{u}^T u_k \leq s_{\text{max}}
\end{align*}
\]

where the states \(x_k \in \mathbb{R}^{n_x}\), the outputs \(y_k \in \mathbb{R}^{n_y}\) and the inputs \(u_k \in \mathbb{R}^{n_u}\) are constrained to be between some lower and upper bounds. The problem is solved repeatedly for varying initial state \(x_0 \in \mathbb{R}^{n_x}\) and the scalar multipliers \(\bar{x} \in \mathbb{R}^{n_x}\) and \(\bar{u} \in \mathbb{R}^{n_u}\). The underlying linear system used within the MPC is defined as

\[
\begin{align*}
x_{k+1} &= Ax_k + Bu_k + B^d d_k \\
y_k &= Cx_k + D^d d_k
\end{align*}
\]

A.2 Non-linear MPC

The non-linear MPC addresses the solution of a generic non-linear optimization problem

\[
\begin{align*}
\text{minimize} & \quad C(x_k, u_k) \\
\text{subject to} & \quad x_{k+1} = f(x_k, u_k) \\
& \quad l(x_k, y_k, u_k) \leq 0 \\
& \quad h(x_k, u_k) = 0 \\
& \quad x_0 = \bar{x}
\end{align*}
\]

where the states \(x_k \in \mathbb{R}^{n_x}\), the outputs \(y_k \in \mathbb{R}^{n_y}\) and the inputs \(u_k \in \mathbb{R}^{n_u}\) can be arbitrary constrained by defining the function \(l(x_k, y_k, u_k)\) and \(h(x_k, y_k, u_k)\). The problem is solved repeatedly for varying initial state \(\bar{x} \in \mathbb{R}^{n_x}\) and minimizing the user defined objective function \(C(x_k, u_k)\). The underlying non-linear system used within the MPC is defined as

\[
\begin{align*}
x_{k+1} &= f(x_k, u_k) \\
y_k &= g(x_k, u_k)
\end{align*}
\]
in case of continuous time system the function \( \dot{x} = f(x, u) \) should be interpreted as the vector field of the desired dynamical system.

A.3 User manual

In the following section we will present a brief introduction on how to use libmpc++, the tutorials are just to give you an overview on the main part of the library.

A.3.1 Allocation

The main classes you deal with are the API interface to the linear and non-linear MPC, called LMPC and NLMPC respectively. Depending on the allocation type desired there are two ways of creating these objects, one by using templates and one by providing the dimensions as constructor arguments. The first can be used when the dimensions of the MPC problem are known at the compile time and the latter in the other case.

Static allocation syntax

```cpp
mpc::NLMPC<Tnx, Tnu, Tny, Tph, Tch, Tineq, Teq> nlmpc;
mpc::LMPC<Tnx, Tnu, Tndu, Tny, Tph, Tch> lmpc;
```

Dynamic allocation syntax

```cpp
mpc::NLMPC<> nlmpc(Tnx, Tnu, 0, Tny, Tph, Tch, Tineq, Teq);
mpc::LMPC<> lmpc(Tnx, Tnu, Tndu, Tny, Tph, Tch, 0, 0);
```

A.3.2 Solver parametrization

The inner solvers can be parametrized by using the following structures:

Non-linear MPC solver (nlopt)

```cpp
NLParameters params;
params.relative_ftol = 1e-10;
params.relative_xtol = 1e-10;
params.hard_constraints = true;
nlmpc.setOptimizerParameters(params);
```
Linear MPC solver (OSQP)

LParameters params;

params.alpha = 1.6;
params.rho = 1e-6;
params.eps_rel = 1e-4;
params.eps_abs = 1e-4;
params.eps_prim_inf = 1e-3;
params.eps_dual_inf = 1e-3;
params.verbose = false;
params.adaptive_rho = true;
params.polish = true;
lmpc.setOptimizerParameters(params);

A.3.3 Example of linear MPC

This example shows how to regulate a quadcopter about a reference state with constrained control input and state space

lmpc.setLoggerLevel(mpc::Logger::log_level::NORMAL);

mpc::mat<Tnx, Tnx> Ad;
Ad << 1, 0, 0, 0, 0, 0, 0.1, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0.1, 0, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0.1, 0, 0, 0, 0, 0,
0.0488, 0, 0, 1, 0, 0, 0.0016, 0, 0, 0.0992, 0, 0,
0, -0.0488, 0, 0, 1, 0, 0, -0.0016, 0, 0, 0.0992, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.0992,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,
0.9734, 0, 0, 0, 0, 0, 0.0488, 0, 0, 0.9846, 0, 0,
0, -0.9734, 0, 0, 0, 0, -0.0488, 0, 0, 0.9846, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.9846;

mpc::mat<Tnx, Tnu> Bd;
Bd << 0, -0.0726, 0, 0.0726,
-0.0726, 0, 0.0726, 0,
-0.0152, 0.0152, -0.0152, 0.0152,
0, -0.0006, -0.0006, 0.0006,
0.0006, 0, -0.0006, 0,
0.0106, 0.0106, 0.0106, 0.0106,
0, -1.4512, 0, 1.4512,
-1.4512, 0, 1.4512, 0,
mpc::mat<Tny, Tnx> Cd;
Cd.setIdentity();

mpc::mat<Tny, Tnu> Dd;
Dd.setZero();

lmPC.setStateSpaceModel(Ad, Bd, Cd);

lmPC.setDisturbances(
mpc::mat<Tnx, Tndu>::Zero(),
mpc::mat<Tny, Tndu>::Zero());

mpc::cvec<Tnu> InputW, DeltaInputW;
mpc::cvec<Tny> OutputW;

OutputW << 0, 0, 10, 10, 10, 10, 0, 0, 0, 5, 5, 5;
InputW << 0.1, 0.1, 0.1, 0.1;
DeltaInputW << 0, 0, 0, 0;

lmPC.setObjectiveWeights(OutputW, InputW, DeltaInputW);

mpc::cvec<Tnx> xmin, xmax;
xmin << -M_PI / 6, -M_PI / 6, -mpc::inf, -mpc::inf, -mpc::inf, -1,
-mpc::inf, -mpc::inf, -mpc::inf, -mpc::inf, -mpc::inf, -mpc::inf;
xmax << M_PI / 6, M_PI / 6, mpc::inf, mpc::inf, mpc::inf, mpc::inf,
mpc::inf, mpc::inf, mpc::inf, mpc::inf, mpc::inf, mpc::inf;

mpc::cvec<Tny> ymin, ymax;
ymin.setOnes();
ymin *= -mpc::inf;
ymax.setOnes();
ymax *= mpc::inf;

mpc::cvec<Tnu> umin, umax;
double u0 = 10.5916;
umin << 9.6, 9.6, 9.6, 9.6;
umin.array() -= u0;
A.3.4 Example of non-linear MPC

This example shows how to drive the states of a Van der Pol oscillator to zero with constrained control input.

define double ts = 0.1;

nlmpc.setLoggerLevel(mpc::Logger::log_level::NORMAL);
nlmpc.setContinuousTimeModel(ts);

auto stateEq = [&](mpc::cvec<Tnx>& dx, mpc::cvec<Tnx> x, mpc::cvec<Tnu> u) {
    dx(0) = ((1.0 - (x(1) * x(1))) * x(0)) - x(1) + u(0);
    dx(1) = x(0);
};

nlmpc.setStateSpaceFunction(stateEq);

nlmpc.setObjectiveFunction([&](mpc::mat<Tph + 1, Tnx> x, mpc::mat<Tph + 1, Tnu> u, double) {
    return x.array().square().sum() + u.array().square().sum();
});

nlmpc.setIneqConFunction([&](mpc::cvec<ineq_c>& in_con, mpc::mat<Tph + 1, Tnx>, mpc::mat<Tph + 1, Tny>, mpc::mat<Tph + 1, Tnu> u, double) {
    for (int i = 0; i < ineq_c; i++) {
        // Inequality constraints
    }
});
\texttt{in\_con(i) = u(i, 0) - 0.5;}

};

\texttt{mpc::cvec<Tnx> modelX, modeldX;}

\texttt{modelX(0) = 0;}
\texttt{modelX(1) = 1.0;}

\texttt{auto r = nlmpc.getLastResult();}

\texttt{for (; ; ) {}
\texttt{\hspace{1em}r = nlmpc.step(modelX, r.cmd);
\hspace{1em}stateEq(modeldX, modelX, r.cmd);
\hspace{1em}modelX += modeldX * ts;
}

\texttt{\hspace{1em}if (std::fabs(modelX[0]) <= 1e-2 && std::fabs(modelX[1]) <= 1e-1) {
\hspace{2em}break;
\hspace{1em}}}

}
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