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Abstract. We propose a new high order accurate nodal discontinuous Galerkin (DG)
method for the solution of nonlinear hyperbolic systems of partial differential equa-
tions (PDE) on unstructured polygonal Voronoi meshes. Rather than using classical
polynomials of degree N inside each element, in our new approach the discrete solution
is represented by piecewise continuous polynomials of degree N within each Voronoi ele-
ment, using a continuous finite element basis defined on a subgrid inside each polygon.
We call the resulting subgrid basis an agglomerated finite element (AFE) basis for the DG
method on general polygons, since it is obtained by the agglomeration of the finite ele-
ment basis functions associated with the subgrid triangles. The basis functions on each
sub-triangle are defined, as usual, on a universal reference element, hence allowing to
compute universal mass, flux and stiffness matrices for the subgrid triangles once and
for all in a pre-processing stage for the reference element only. Consequently, the con-
struction of an efficient quadrature-free algorithm is possible, despite the unstructured
nature of the computational grid. High order of accuracy in time is achieved thanks
to the ADER approach, making use of an element-local space-time Galerkin finite ele-
ment predictor.
The novel schemes are carefully validated against a set of typical benchmark problems
for the compressible Euler and Navier-Stokes equations. The numerical results have
been checked with reference solutions available in literature and also systematically
compared, in terms of computational efficiency and accuracy, with those obtained by
the corresponding modal DG version of the scheme.
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1 Introduction

Nonlinear systems of hyperbolic conservation laws are used to model a wide range of
phenomena in nature, covering different fields of applications in science and engineer-
ing. Due to the complex structure of the governing partial differential equations (PDE)
and the non-linearity of the problem, analytical solutions are extremely rare and very dif-
ficult to be found. Therefore, a lot of research has been devoted to the design of numerical
schemes that aim at solving nonlinear systems of evolutionary PDE. Suitable discretiza-
tions in both space and time have been investigated in the past decades, starting from the
pioneering work on Godunov-type finite volume schemes [58, 87, 93]. In this approach
the numerical solution is stored under the form of piecewise constant cell averages within
each control volume of the computational mesh, thus requiring a spatial reconstruction
procedure in order to obtain higher order schemes, and the time evolution is obtained
either by using Runge-Kutta timestepping, or directly discretizing the integral form of
the conservation law at the aid of a fully-discrete one-step method. Alternatively, dis-
continuous Galerkin (DG) finite element methods can be used for the spatial approxima-
tion of the numerical solution, that in this case is directly expressed through high order
polynomials within each control volume, allowing jumps of the discrete solution across
element boundaries, leading thus to a natural high order piecewise polynomial data rep-
resentation. Thus, DG schemes do not need any reconstruction procedure, unlike high
order finite volume solvers. These methods were first applied to neutron transport equa-
tions [75] and later extended to general nonlinear systems of hyperbolic conservation
laws in one and multiple space dimensions [25–29].

In the DG framework, the numerical solution is represented globally by piecewise
polynomials of degree up to N using a polynomial expansion in terms of a set of suit-
able basis functions inside each element, that can be either of nodal or modal type. The
nodal approach allows very efficient schemes to be formulated in terms of a piecewise
polynomial approximation with a judicious choice of the nodes, like the Gauss-Lobatto
nodes [46] or the Gauss-Legendre nodes [76]. Nodal basis functions are typically used ei-
ther on Cartesian meshes or on unstructured grids composed of simplex control volumes,
namely triangles in 2D and tetrahedra in 3D, but there exist also nodal basis functions for
more general unstructured meshes, see, e.g. [54]. This restriction is mainly due to the
preferable requirement of a reference element where the basis functions are uniquely de-
fined and the physical control volume is mapped to. Hence, the nodal basis is universal
and only the mapping between the physical and the reference coordinate system contains
the element-dependent information. Consequently, mass, stiffness and flux matrices, that
typically arise from a DG discretization of the governing PDE, can be conveniently com-
puted only once and for all on the reference element (e.g. the unit square/cube or the
reference triangle/tetrahedron in 2D/3D, respectively) and used throughout the entire
computation for all cells and time steps. Furthermore, if the nodal points of the ba-
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sis coincide with the nodes of a sufficiently accurate quadrature formula†, such as the
Gauss-Legendre points for example, then the degrees of freedom of the nodal basis au-
tomatically provide the value of the solution at the quadrature nodes and leads to an
orthogonal basis by construction. This reduces the integral computation to a very effi-
cient quadrature-free matrix-vector multiplication between the pre-computed universal
integral matrix (evaluated on the reference element for the chosen nodal basis) and the
vector of expansion coefficients of the numerical solution. On the other hand, also the
modal approach permits to deal with universal basis functions defined on the reference
element [41, 60]. However, in this case, the expansion coefficients of the numerical solu-
tion are the modes of the polynomial basis and therefore they do not directly provide the
values of the numerical solution at the quadrature-nodes. Nevertheless, quadrature-free
schemes can still be constructed at the aid of modal basis functions, see [3,45]. Moreover,
the adoption of a hierarchical modal approach is useful in the design of limiting tech-
niques for ensuring the stability of DG schemes, such as classical slope and moment lim-
iters of the DG method, see e.g. [1,29,36,66,74]. For more recent subcell finite volume lim-
iters of the DG method the reader is referred to [14,44,61,72,80], while artificial viscosity
limiters are discussed, for example, in [55,73,84,92]. Indeed, one advantage of the modal
basis is that they are able to deal with general polygonal/polyhedral computational cells
because the basis functions can be directly defined in the physical coordinate system.
In particular, because of their simplicity and high versatility, rescaled Taylor monomi-
als are often used as modal basis functions on general unstructured grids [10, 16, 83, 95].
Although exhibiting the formal order of accuracy of the scheme and proving their effec-
tiveness and robustness in the numerical solution of PDE systems, the computational cost
associated to these modal DG schemes is rather high compared to the nodal approach.
Indeed, no integrals can be precomputed on any reference element and all quantities
must be evaluated at each space-time quadrature point whenever required by the nu-
merical scheme. For example, in [48, 49] a modal expansion based on rescaled Taylor
monomials was used in the context of finite volume and DG schemes for handling mov-
ing Voronoi meshes with topology changes, and a considerable amount of computational
time is spent for the numerical flux evaluation since it must be performed in each quadra-
ture point again throughout the entire simulation. Likewise, in the context of kinetic
equations [10], a profiling analysis shows that the numerical integration over general
polygonal meshes is the computationally most expensive part of the entire algorithm.
In particular, in the aforementioned references, integration over the control volumes is
carried out by splitting the polygonal cells into simplexes, like triangles in 2D, and by
employing Gauss quadrature formulae over each sub-triangular subcell, which further
increases the computational efforts. The problem of numerical quadrature on general
polygonal meshes, including non-convex polygons, becomes even more complex in the

†For a nodal basis to be truly orthogonal, without any kind of mass lumping or under-integration, the
quadrature formula associated with the nodes needs to be exact for at least polynomials of degree 2N in
order to integrate the product of two basis functions, and thus the element mass matrix, exactly over each
control volume.
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context of agglomerated DG finite element schemes, see for instance [5, 6].
In order to overcome the problem of quadrature and in order to introduce a suit-

able continuous nodal basis on general unstructured polygonal control volumes it is im-
portant to mention the very recent and computationally highly efficient virtual element
method (VEM) for the numerical discretization of PDEs on general polygonal/polyhedral
elements, see [2, 31–34]. The VEM is a generalization of classical conforming continuous
finite element methods to arbitrary polygonal/polyhedral elements that makes use of
non-polynomial basis functions that are only implicitly known, such that the elementary
stiffness matrix of the associated variational problem can be computed without actually
knowing explicitly the basis functions, but just using the known degrees of freedom on
the boundary of the elements.

In this work we aim at introducing a new piecewise polynomial nodal basis based
on continuous finite element subgrid basis functions into the DG framework for the so-
lution of conservation laws on unstructured polygonal Voronoi meshes. The new basis
functions will be defined on a subgrid composed of triangular simplex subcells, where
a continuous finite element approach will be exploited to represent the discrete solution
within each polygonal DG element. On the other hand, a discontinuous finite element
method will be devised on the main cells given by the Voronoi polygons. In other words,
the new basis used in this paper is not polynomial in each Voronoi element, but piece-
wise polynomial. Our method being a DG scheme, the discrete solution is still allowed
to jump across element boundaries, while it is continuous inside each polygonal element.
Fully discrete one-step DG schemes will be formulated relying on the so-called ADER
approach (Arbitrary order DERivative Riemann problem), proposed originally by Toro
et al. [22, 71, 85, 86, 88, 89], but using here the more recent variant of [41], which, in con-
trast to classical Runge-Kutta (RK) DG methods, does not require an evaluation at each
intermediate Runge-Kutta stage of the semi-discrete scheme. For further details on the
ADER approach we refer to the recent paper [19] where an historical overview on the
topic is presented together with a detailed description, for both structured and unstruc-
tured meshes, of the variant employed in this work. Thus, the technique presented in
this paper proposes new high order accurate quadrature free and fully-discrete one-step
DG schemes on two-dimensional Voronoi meshes. Detailed quantitative comparisons in
terms of accuracy and computational efficiency against the same algorithm that instead
makes use of traditional modal basis functions [49] shows that the novel method is not
only more accurate on the same mesh, but also computationally more efficient.

The outline of this article is as follows. In Section 2, the governing equations are intro-
duced. Section 3 is devoted to present all the details regarding the proposed numerical
method, while in Section 4 we show numerical convergence rates up to fourth order of
accuracy in space and time for a smooth problem as well as a wide set of benchmark
test problems considering inviscid and viscous compressible flows. Also a reasoned nu-
merical and theoretical justification of the appropriateness of using Voronoi tessellations
instead of the underlying Delaunay triangulation is given at the beginning of Section 4.
Finally, we give some concluding remarks and an outlook to future work in Section 5.



5

2 Governing equations

We consider a bounded domain Ω∈Rd, where d= 2 indicates the number of space di-
mensions, which is defined by the space coordinates x=(x,y), while t refers to the time
coordinate. The governing equations are given by general nonlinear viscous conservation
laws of the form

∂Q
∂t

+∇·F(Q,∇Q)=0, x∈Ω⊂Rd, t∈R+
0 , Q∈ΩQ⊂Rν, (2.1)

with Q denoting the vector of conserved variables defined in the space of the admissible
states ΩQ ⊂Rν and F(Q,∇Q) = (f(Q,∇Q),g(Q,∇Q)) representing the nonlinear flux
tensor which depends on the state Q and its gradient ∇Q. The compressible Navier-
Stokes equations for a Newtonian fluid with heat conduction can be cast in the form (2.1)
with

Q=

 ρ
ρv
ρE

, F(Q,∇Q)=(f(Q,∇Q),g(Q,∇Q))=

 ρv
ρ(v⊗v)+σ(Q,∇Q)

v·(ρEI+σ(Q,∇Q))−κ∇T

,

(2.2)
where the d×d identity matrix is denoted with I. The fluid density and pressure are ρ
and p, respectively, while v=(u,v) denotes the velocity vector. E represents the specific
total energy given as the sum between the specific internal energy e (see (2.6)) and the
specific kinetic energy, i.e. E= e+ 1

2 ||v||2.
The stress tensor σ(Q,∇Q) is given under Stokes hypothesis as

σ(Q,∇Q)=

(
p+

2
3

µ∇·v
)

I−µ
(
∇v+∇vT

)
, (2.3)

with µ representing the dynamic viscosity that is assumed to be constant. The temper-
ature is indicated with T and the heat conduction coefficient κ is linked to the viscosity
through the Prandtl number Pr as follows:

κ=
µγcv

Pr
. (2.4)

The adiabatic index γ=cp/cv denotes the ratio of the specific heats at constant pressure cp
and at constant volume cv, the latter given by cv=R/(γ−1) with R being the specific gas
constant. A thermal equation of state p= p(T,ρ) and a caloric equation of state e= e(T,ρ)
are required to close the system (2.2). The temperature is typically canceled from these
two equations of state, yielding one single relation of the form e= e(p,ρ), which will be
adopted in this work. Specifically, an ideal gas is considered with the thermal and caloric
equation of state given by

p
ρ
=RT, e= cvT. (2.5)
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The temperature can be eliminated using both expressions in (2.5), thus leading to an
equation of state (EOS) of the form e(p,ρ), that is

e(p,ρ)=
p

(γ−1)ρ
. (2.6)

For the two-dimensional compressible Navier–Stokes equations the convective eigen-
values λ and the viscous eigenvalues λv are given by, see [40],

λ=(|v|+c, |v|, |v|, |v|−c), λv =

(
4
3

µ

ρ
,

γµ

Prρ

)
, (2.7)

with c2=γRT being the sound speed.

3 Numerical scheme

The governing equations (2.1) are numerically solved relying on fully-discrete one-step
schemes that make use of a discontinuous Galerkin (DG) discretization on unstructured
Voronoi meshes and an ADER time stepping technique [41,85,86,94] able to provide high
order of accuracy in both space and time in one single step. The details of the numerical
method are provided hereafter.

3.1 Discretization of the space-time computational domain

Let us start by providing the details about the discretization of the spatial computational
domain and the time interval.

Space discretization The computational domain Ω is discretized with a centroid based
Voronoi-type tessellation made of NE non-overlapping control volumes Pi, i = 1,.. .,NE,
which constitute the mesh configuration DΩ:

DΩ =
NE⋃
i=1

Pi. (3.1)

In order to construct the Voronoi mesh a total number of NE generator points with coor-
dinates ci, i= 1,.. .,NE are needed: they are given by the vertexes of a primary Delaunay
triangulation that we have obtained by the mesh generator Gmsh [56], which takes a
characteristic target length h as input parameter. The defining property of the Delau-
nay triangulation is that the circumcircle of each triangle Tj, j = 1,.. .,NT is not allowed
to contain any of the other generator points in its interior. Each Voronoi element Pi is
then associated to a generator point ci and assembled by connecting counterclockwise
the barycenters of all the Delaunay triangles having this generator point as a vertex; see
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Figure 1 for an example of a primary Delaunay mesh and the associated Voronoi tessel-
lation. The usage of barycenters (instead of circumcenters) allows degenerate situations
to be avoided, that might arise from the violation of the empty circumcircle property.
This Voronoi tessellation is also referred to as the dual mesh associated to the primary
Delaunay triangulation.

Figure 1: Example of Voronoi tessellation and mesh notation. Left: primary Delaunay triangulation (red lines)
and dual Voronoi mesh (black lines). Right: Voronoi cell Pi (filled in gray) with generator ci (red dot), barycenter
xi (black dot), one of its vertex xr∈Ri (which coincides with the barycenter of a primary element Tj), face ∂Pi f
and associated subcell Pi f (filled in blue). The outward pointing normal vector ni f and the Neumann neighbor
Pj are also depicted.

In what follows we assume that the index i refers to the element Pi, f identifies a face
(which is of dimension d−1) and r denotes a vertex. The Neumann neighbor of element Pi
which shares with it the face f is denoted with Pj, and the outward pointing unit normal
vector is ni f . At the aid of Figure 1, let us now introduce the following notation:

• Ri is the set of NRi vertexes r of the Voronoi element Pi, whose coordinates xr are
given by the barycenters of the Delaunay triangles Tj, j = 1,.. .,NT of the primary
triangulation;

• R f is the set of vertexes r of face f , which always accounts for two nodes in d=2;
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• Fi is the set of NRi faces ∂Pi f of the Voronoi element Pi;

• hi denotes the characteristic mesh size of a Voronoi element Pi which is defined as

hi =
2|Pi|

∑
f∈F (Pi)

|∂Pi f |
, (3.2)

where |Pi| is the surface of the cell and |∂Pi f | is the length of the face ∂Pi f ;

• xi refers to the barycenter of a Voronoi element, that usually does not coincide with
the generator point ci, and it is computed as

xi =
1

NRi
∑

r∈Ri

xr. (3.3)

By connecting xi with each vertex of Ri, the Voronoi polygon Pi is subdivided in NRi

subcells. Given a cell Pi and one of its face f ∈Fi, the subcell Pi f is the triangle defined
by three points, namely the barycenter xi and the two vertexes of the setR f associated to
face f . Consequently, the index i f refers to the subcell Pi f and the Voronoi cell can also
be seen as the union of its subcells, that is

Pi =
⋃

f∈Fi

Pi f . (3.4)

Time discretization The time interval [0;t f ] is discretized into time steps such that t∈
[tn;tn+1]:

t= tn+τ∆t, τ∈ [0;1], (3.5)

with tn and ∆t := (tn+1−tn) representing the current time and time step, respectively,
while τ is the reference time coordinate which maps the time step ∆t to the reference
interval [0;1] according to (3.5). The size of the time step is determined by a CFL-type
stability condition for explicit DG schemes which reads

∆t≤CFL
min
i∈NE

hi

(2N+1)max
i∈NE

(
|λmax,i|+2|λmax,i

v | 2N+1
hi

) , (3.6)

where N represents the degree of the chosen piecewise polynomial data representation,
as described below in Section 3.2.
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3.2 Data representation on Voronoi meshes

A cell-centered discretization is adopted to represent the numerical solution for the con-
served quantities Q in (2.1) within each Voronoi polygon Pi at the current time tn, that is
given in terms of piecewise polynomials of degree N≥0 denoted by un

h(x,tn) and defined
in the space Uh as

un
h(x,tn)=

Ni−1

∑
`=0

φ`(x)ûn
`,i :=φ`(x)ûn

`,i, x∈Pi, (3.7)

where φ`(x) are the spatial basis functions used to span the space of (piecewise) polyno-
mials Uh up to degree N and Ni represents the total number of degrees of freedom for
the cell Pi. For the sake of clarity, classical tensor index notation based on the Einstein
summation convention is adopted, which implies summation over two equal indices.
To complete the description of the expansion (3.7) the set of basis functions φ` must be
determined and this constitutes the main focus of the present work.

3.2.1 Modal basis functions

The unstructured nature of the computational grid, where each Voronoi polygon might
exhibit a different number of edges, makes the definition of a single reference element
Pe impossible for the general control volume Pi. Thus, a common solution consists in
employing modal basis functions i.e. functions directly defined in the physical space with
coordinates x for the definition of the numerical solution (3.7). A widespread technique is
the usage of rescaled Taylor monomials of degree N in the variables x=(x,y) given for the
physical element Pi, expanded about its barycenter xi and normalized by its characteristic
length hi, with `=(`1,`2) being a multi-index:

φ`(x)|Pi =
(x−xi)

`1

`1!h`1
i

(y−yi)
`2

`2!h`2
i

, `=0,.. .,N−1, 0≤ `1+`2≤N. (3.8)

To ease the understanding of the above formula we remark that the space of polynomials
of degree up to N can be spanned by a set of modal basis functions containing N func-
tions indexed by the symbol `. For each ` we uniquely define the values `1 and `2, so we
can associate to any ` the multi-index (`1,`2) and we have a total of N multi-index `.

The unknown expansion coefficients ûn
`,i in (3.7) are thus the normalized derivatives

h`1+`2
i

∂`1+`2

∂x`1 ∂y`2
Q(xi,tn) appearing in the Taylor series expansion of Q about xi and time tn.

The total number Ni of expansion coefficients (or degrees of freedom) ûn
`,i depends only

on the polynomial degree N and is given by Ni =L(N,d), with

L(N,d)=
1
d!

d

∏
m=1

(N+m), (3.9)
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with d= 2 because only two-dimensional domains are considered in this paper. Notice
thatNi is the same for all elements Pi, i=1,.. .,NE and corresponds to the minimum number
of nodes necessary to define a polynomial of degree N in d space dimensions.

This approach based on modal basis functions has been already adopted in the con-
text of free surface flows [9,15,16], and more recently for kinetic equations [10–12]. Also,
moving meshes with topology changes have been considered in [49] for applications in
fluid dynamics. The cited references demonstrate that both high order of accuracy and
robustness can be achieved with this choice.

However, the major drawback of modal basis functions is related to the associated
computational efficiency, which is quite compromised as the order of accuracy of the
scheme increases. Specifically, integration over each Voronoi polygon Pi is numerically
carried out by summing up the contribution of each subcell Pi f ∈Fi which in turn are
computed via Gauss quadrature formulae of suitable order of accuracy [82] and thus
with an increasing number of quadrature points. Therefore, the evaluation of all the ba-
sis functions (3.8) at each quadrature point for each control volume is extremely expen-
sive from the computational viewpoint. In the case of DG schemes, where volume and
boundary integrals must be evaluated at each time step, this disadvantage becomes even
more evident [12]. To overcome this problem, the vector of the basis functions evaluated
at each Gauss point of all Voronoi elements could be stored once and for all in the pre-
processing stage. Although this remedy undoubtedly reduces the computational efforts,
this strategy might become prohibitive in terms of memory requirements, as the polyno-
mial degree N of the basis functions gets higher or the computational mesh undergoes
refinements.

3.2.2 Agglomerated subgrid Finite Element (AFE) basis functions

The aforementioned efficiency problem can be solved by the usage of a set of nodal basis
functions to represent the numerical solution given by (3.7). However, since no canon-
ical reference elements, like triangles or quadrilaterals, fit the general polygons of an
unstructured Voronoi mesh, the design of a suitable nodal basis with the minimum num-
ber of nodes L(N,d) that are necessary to define a polynomial of degree N in d space
dimensions is not straightforward.

Hence, the main idea of this paper is to use the continuous union of piecewise poly-
nomials of degree N defined on each of the NRi sub-triangles Pi f which constitute the
Voronoi cell Pi according to (3.4). The new basis functions are built following the stan-
dard nodal approach of classical conforming continuous finite elements with order N inside
each subcell Pi f , yielding a basis with a local (i.e. within each sub-triangle) number of
M=L(N,d) degrees of freedom (DoF) given by (3.9), but where the common DoF along
the common edges of the subgrid triangles are shared. In other words, the basis functions
within each DG element are given by the basis functions associated with classical contin-
uous finite elements on a triangular subgrid defined within each polygon and as such is
continuous inside each polygon. But, as usual in the DG context, the discrete solution is
allowed to jump across the boundary ∂Pi of Pi. Each subcell triangle can be easily mapped to
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the reference triangular element Te in the reference coordinate system ξ =(ξ,η) defined
as Te = {(ξ,η)∈R2 : 0≤ ξ≤ 1,0≤ η≤ 1−ξ}. The spatial mapping of the triangular sub-
cell Pi f from reference coordinates ξ to physical coordinates x relies on the simple linear
coordinate transformation

x :=x(Pi f ,ξ)=(1−ξ−η)xi+ξ xi f1+ηxi f2 , (xi f1 ,xi f2)∈R f , (3.10)

with (xi f1 ,xi f2) denoting the two counterclockwise oriented vertexes of Pi that define the
face f of the sub-triangle Pi f , see Figure 2. Notice that the barycenter xi is always mapped
to the first reference node at position ξ1 =(0,0). The inverse of the mapping is denoted
by ξ := ξ(Pi f ,x), which directly results from inverting the linear relation (3.10). Further-
more, the surface of the reference triangle is |Te|= 1/2, and the Jacobian matrix of the
transformation for the subcell Pi f writes

Ji f =
∂x
∂ξ

∣∣∣∣
Pi f

, (3.11)

with |Ji f |= 2|Pi f | representing the determinant. For a visual interpretation, we refer to
Figure 2 where we show the transformation (3.10) for N=3 withM=L(N=3, d=2)=10
degrees of freedom in the reference element.

Figure 2: Agglomerated finite element (AFE) basis functions on the Voronoi polygon Pi for degree N=3. Left:
degrees of freedom on the sub-triangulation in the physical coordinate system x and subcell Pi f highlighted in red.

Right: reference element Te in the coordinate system ξ to which the subcell Pi f is mapped with corresponding

local coordinates of the expansion coefficients. The barycenter xi is mapped to the reference node ξ1, while
xi f1

and xi f2 are mapped to the reference nodes ξN+1 and ξM, respectively.

The coordinates of the nodal degrees of freedom are given in the reference element by

ξk =(ξk1 ,ηk2)=

(
k1

N
,
k2

N

)
, 0≤ k1≤N, 0≤ k2≤ (N−k1), (3.12)
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with k=(k1,k2) being a multi-index. The basis functions φ` are then defined by the La-
grange interpolation polynomials passing through the nodes ξk, thus they satisfy the inter-
polation property

φ`(ξk)=δ`k, (3.13)

where δ indicates the Kronecker delta. This procedure completely defines the construc-
tion of the nodal basis functions over the subcell Pi f .

To obtain the set of basis functions on the entire control volume Pi, the basis functions
which are built over the subcell Pi f are trivially extended by zero to the rest of the element,
in order to maintain the continuity inside the Voronoi cell Pi. This yields the agglomerated
finite element (AFE) basis for each Voronoi element with the total number of degrees of
freedom Ni for Pi that is given by

Ni =NRi (L(N,d)−N−1)+1, (3.14)

since the degrees of freedom lying along the internal faces of the subcells are shared be-
tween the two neighboring sub-triangles and thus must be taken into account only once.
The numerical solution (3.7) is then given by a total number of Ni degrees of freedom
ûn
`,i. The degrees of freedom ûn

`,i are given by the union, without repetition, of the ûn
`,i f

which are theM=L(N,d) expansion coefficients related to the subcells Pi f , as shown in
Figure 2 for the red sub-triangle. Notice that in this case the total number of expansion
coefficients Ni depends on both the polynomial degree N and the number of faces of the
Voronoi cell Pi, hence it is element-dependent.

Compared to the modal basis (3.8), which accounts only for the minimum necessary
number of degrees of freedom L(N,d) needed to achieve the formal order N in d space
dimensions, the choice of the agglomerated finite element basis may not seem to be con-
venient at a first glance, since it involves a significantly higher number of expansion co-
efficients ûn

`,i to represent the discrete solution. Nevertheless, these additional degrees of
freedom carry also additional information, which provides more effective resolution in the
final numerical scheme, but without affecting negatively the computational cost, which
instead is even reduced. Indeed, the main advantage of this new AFE subgrid basis for
DG schemes is that the reference element can be used to map each subcell, hence allow-
ing mass, flux and stiffness matrices to be computed only once in the reference system
with Gauss quadrature rules of sufficient order to be exact and which are subsequently
used to assemble the final basis functions over the entire cell. In particular, by using the
reference time τ of (3.5) and the coordinate transformation (3.10), the governing PDE (2.1)
can be written in the reference space-time coordinates ξ̃=(ξ,τ) as

∂Q
∂τ

+∇ξ ·F∗(Q,∇Q)=0, ∇ξ =

(
∂

∂ξ
,

∂

∂η

)
, F∗(Q,∇Q)=(f∗,g∗), (3.15)

with the transformed fluxes explicitly given by

f∗=∆t
(

f
∂ξ

∂x
+g

∂ξ

∂y

)
, g∗=∆t

(
f

∂η

∂x
+g

∂η

∂y

)
. (3.16)
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This approach will ultimately lead to the design of very efficient quadrature-free one-step
DG schemes that are described in the next sections.

3.3 Local space-time predictor

As introduced before, we will work in the context of fully discrete one-step ADER DG
schemes which are generally constructed from two basic building blocks. The first one,
described in details in this section, consists in the computation of a local space-time pre-
dictor solution qh(x,t) starting from the known numerical solution uh(x,t) at the current
time tn for each considered cell Pi. This procedure respects the causality principle ac-
counting only for information coming from the past in each cell, does not need any data
communications between neighbor cells, and provides a high order space-time approx-
imation of the discrete solution valid locally inside Pi×[tn;tn+1], see [41, 59]. Then, these
predictor solutions will be used in the second part of the algorithm, the so-called correc-
tor step (carefully described in the next Section 3.4), where the actual solution ûn+1

`,i at
the new time tn+1 will be finally recovered through an explicit fully discrete scheme ob-
tained by integrating the governing PDE over Pi×[tn;tn+1]. This explicit update formula
will also account for the interaction between the predictors of neighbor cells thanks to the
computation of Riemann solvers at the cell interfaces.

We refer the reader to [48,49] for the precise description of the predictor and corrector
steps in the case of the modal basis functions (3.8), and we concentrate instead on the new
agglomerated finite element basis introduced in Section 3.2.2. Thus, here, the predictor
solution is represented within each subcell Pi f by a space-time expansion of the form

qh(x,t)=
T
∑
`=1

θ`(ξ̃)q̂`,i f := θ`q̂`,i f , x∈Pi f , T =L(N,d+1), (3.17)

with the unknown expansion coefficients q̂`,i f . These are a subset of the expansion co-
efficients q̂`,i of the entire Voronoi cell, namely they belong only to the subcell Pi f . The
space-time basis functions θ`= θ`(ξ̃) are defined by means of a tensor product between
the agglomerated finite element basis in space and the one-dimensional Lagrange inter-
polation basis functions along the time coordinate passing through the Gauss-Legendre
points (see Appendix A in [18] for explicit formulae of the basis functions on simplex
control volumes). This yields the following set of space-time nodes for the subcell Pi f
with the multi-index k=(k1,k2,k3):

ξ̃k =(ξk1 ,ηk2 ,τk3)=

(
k1

N
,
k2

N
,τk3

)
, 0≤ k1≤N, 0≤ k2≤ (N−k1), (3.18)

with τk3 being the k3-th root of the Legendre polynomial of degree N rescaled to the unit
interval [0;1], and ξ̃ =(ξ,τ) representing the space-time coordinates where the reference
element T̃e=Te×[0;1] is defined. The total number of space-time degrees of freedomN st

i
for the element Pi is

N st
i =Ni ·(N+1), (3.19)
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with Ni given by (3.14), thus the vector of unknown coefficients q̂`,i for the entire cell Pi
counts N st

i degrees of freedom, which are collected from the expansion coefficients q̂`,i f
defined on the subcells Pi f , f ∈Fi.

The ADER approach is based on the solution of the generalized Riemann problem,
which requires the knowledge of the time derivatives to evolve the solution in time. Sys-
tem (2.1) is therefore solved “in the small” neglecting interactions between neighbor cells
by relying on an element-local weak formulation of the governing PDE (3.15) in the refer-
ence space-time coordinates. Indeed, the PDE in (3.15) is integrated in space and time
over the reference space–time element T̃e against a set of test functions θk(ξ̃) of the same
form of the basis functions θl(ξ̃)

1∫
0

∫
Te

θk
∂Q
∂τ

dξ̃=−
1∫

0

∫
Te

θk∇ξ ·F∗(Q,∇Q)dξ̃, ∀k∈ [0,T ].

Then, the unknown discrete solution qh approximated by (3.17) and the discrete flux
F∗h =(f∗h,g∗h) defined as

f∗h =
T
∑
`=1

θ`(ξ̃)f̂∗`,i f := θ` f̂∗`,i f , g∗h =
T
∑
`=1

θ`(ξ̃)ĝ∗`,i f := θ`ĝ∗`,i f ,

are inserted in the weak form of the PDE replacing Q and F∗, hence obtaining

1∫
0

∫
Te

θk
∂qh

∂τ
dξ̃=−

1∫
0

∫
Te

θk

(
∂f∗h
∂ξ

+
∂g∗h
∂η

)
dξ̃, ∀k∈ [0,T ],

which can be expanded as

1∫
0

∫
Te

θk
∂θl

∂τ
q̂`,i f dξ̃=−

1∫
0

∫
Te

θk

(
∂θ`
∂ξ

f̂∗`,i f +
∂θ`
∂η

ĝ∗`,i f

)
dξ̃, ∀k∈ [0,T ].

Finally, remarking that the above expression holds true for all the sub-triangles f ∈Fi of
Pi, multiplication by |Ji f | and sum over f lead to

∑
f∈Fi

|Ji f |
1∫

0

∫
Te

θk
∂θl

∂τ
q̂`,i f dξ̃=− ∑

f∈Fi

|Ji f |
1∫

0

∫
Te

θk

(
∂θ`
∂ξ

f̂∗`,i f +
∂θ`
∂η

ĝ∗`,i f

)
dξ̃, ∀k∈ [0,T ].

In order to uniquely determine each degree of freedom q̂`,i describing the predictor qh
over the Voronoi element Pi, on the left hand side we identify the degrees of freedom q̂`,i f
which refer to the same internal edges of the sub-triangles of Pi without repetition and
we get

|Pi| ∑
f∈Fi

1∫
0

∫
Te

θk
∂θl

∂τ
q̂`,i dξ̃=− ∑

f∈Fi

|Ji f |
1∫

0

∫
Te

θk

(
∂θ`
∂ξ

f̂∗`,i f +
∂θ`
∂η

ĝ∗`,i f

)
dξ̃, ∀k∈ [0,T ],
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which compactly writes as

Kt,iq̂`,i =− ∑
f∈Fi

|Ji f |
(

Kξ f̂∗i f +Kη ĝ∗i f

)
, (3.20)

where the following matrix definitions have been introduced:

Kξ =

1∫
0

∫
Te

θk
∂θ`
∂ξ

dξ̃, Kη =

1∫
0

∫
Te

θk
∂θ`
∂η

dξ̃, Kt,i = |Pi| ∑
f∈Fi

1∫
0

∫
Te

θk
∂θ`
∂τ

dξ̃. (3.21)

Furthermore, the fluxes f∗i f and g∗i f are approximated using the same space-time basis
functions θ`(ξ̃) adopted for the numerical solution. Because of the interpolation prop-
erty (3.13), the expansion coefficients for the fluxes in (3.20) can be directly evaluated in
a pointwise manner from q̂`,i f using the definition (3.16) as

f̂∗i f = f∗(q̂`,i f ,∇θ` q̂`,i f ), ĝ∗i f =g∗(q̂`,i f ,∇θ` q̂`,i f ). (3.22)

Let us notice that the universal stiffness matrices Kξ and Kη are defined in the reference
space-time element T̃e, thus they do not depend neither on space nor on time, because
the space-time dependency is taken into account by the space-time Jacobian ∆t|Ji f | of the
transformation from physical to reference coordinates. On the other hand, the time stiff-
ness matrix Kt,i must handle simultaneously all degrees of freedomN st

i for the predictor
solution q̂`,i, therefore it is element-dependent and is of dimension N st

i ×N st
i .

To introduce a proper upwinding approximation in the time direction, the term on the
left hand side of (3.20) is integrated by parts in time, which allows to take into account
the initial condition of the local Cauchy problem in a weak form as follows:

K1,iq̂`,i = ∑
f∈Fi

|Ji f |F0 ûn
`,i f− ∑

f∈Fi

|Ji f |
(

Kξ f̂∗Pi f
+Kη ĝ∗Pi f

)
, (3.23)

with the matrices

K1,i = |Pi| ∑
f∈Fi

∫
Te

θk(ξ,1)θ`(ξ,1)dξ−
1∫

0

∫
Te

∂θk

∂τ
θ`dξ̃

, F0=
∫
Te

θk(ξ,0)φ`(ξ)dξ. (3.24)

Here, F0 is a universal matrix defined on the reference element Te, while K1,i is an element-
wise matrix like the time stiffness matrix Kt,i in (3.21). The above expression (3.23) con-
stitutes an element-local nonlinear algebraic equation system for the unknown space-
time expansion coefficients q̂`,i that is conveniently solved using the following iterative
scheme:

q̂m+1
`,i =K−1

1,i

(
∑

f∈Fi

|Ji f |F0 ûn
`,i f− ∑

f∈Fi

|Ji f |
(

Kξ f̂∗,mPi f
+Kη ĝ∗,mPi f

))
, (3.25)
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where m denotes the iteration number. The iteration stops when the residual of (3.25) is
less than a prescribed tolerance, typically set to 10−12. We also remark that the conver-
gence of the iterative solver has been demonstrated in [63] for linear PDEs and in [19] for
nonlinear PDEs.

To improve the computational efficiency, the inverse matrix K−1
1,i can be computed and

stored for each physical element Pi in the pre-processing stage. This is the only relevant
memory requirement of the predictor step because all other matrices in the nonlinear
equation (3.23) are computed on the reference element where the novel agglomerated
finite element basis functions are uniquely defined for each subcell Pi f .

Figure 3: The space-time subcell Pi f×[tn;tn+1] (left) is mapped to the reference space-time element T̃e =

Te×[0;1] where the expansion coefficients q̂`,i for N=3 are integrated in time, thus yielding ˆ̄q`,i in the reference
element (middle). Next, these time integrated values are used for designing a quadrature-free scheme with flux
integration in space of the degrees of freedom ˆ̄q`,i according to the definition of the spatial integration matrix
Tξ (3.32) (right).

Moreover, the definition of the space-time basis functions in terms of a tensor product
allows time integration to be performed immediately once system (3.23) is solved and the
full space-time predictor solution qh is available for each element Pi. Indeed, with this
tensor product definition, each degree of freedom over the spatial reference element Te
has its N+1 counterparts in time, as depicted in Figure 3. One can therefore compute the
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time integrated predictor solution q̄h and the time integrated flux F̄h as

q̄h(x)=
tn+1∫
tn

qh dt=∆t ∑
f∈Fi

Tτ q̂`,i f , x∈Pi, Tτ :=
1∫

0

θ`(τ)dτ,

F̄h =(f̄h,ḡh) with f̄h(x)=
tn+1∫
tn

f∗h dt=∆t ∑
f∈Fi

Tτ f̂∗`,i f and ḡh(x)=
tn+1∫
tn

g∗h dt=∆t ∑
f∈Fi

Tτ ĝ∗`,i f ,

(3.26)
with Tτ denoting a universal matrix which is given by the integral of the space-time
basis functions over the reference time interval [0;1]. Furthermore, notice that the time-
integrated predictor solution q̄h(x) does depend only on space and they can thus be
expressed using the same agglomerated basis functions φ` adopted for the numerical so-
lution uh in (3.7):

q̄h(x)=
Ni

∑
`=1

φ`(x) ˆ̄q`,i :=φ`(x) ˆ̄q`,i, x∈Pi. (3.27)

3.4 Fully discrete quadrature-free one-step ADER DG schemes

The time-integrated predictor solution q̄h, obtained with the predictor step, does not
account for the neighboring flux contributions, so that a corrector step must follow, which
is based on the design of an explicit quadrature-free one-step DG solver. The governing
PDE (2.1) is first multiplied by a test function φk of the same form of the basis function φ`

of (3.7), then it is integrated over the space-time control volume Pi×[tn;tn+1], obtaining
the following weak problem

tn+1∫
tn

∫
Pi

φk

(
∂Q
∂t

+∇·F(Q,∇Q)

)
dxdt=0. (3.28)

As typically done for DG schemes, the flux divergence term is integrated by parts in
space, hence obtaining

tn+1∫
tn

∫
Pi

φk
∂Q
∂t

dxdt+
tn+1∫
tn

∫
∂Pi

φk F(Q,∇Q)·ndSdt−
tn+1∫
tn

∫
Pi

∇φk ·F(Q,∇Q)dxdt=0, (3.29)

with ∂Pi denoting the Voronoi cell boundary and n being the outward pointing unit nor-
mal vector defined on ∂Pi. The fluxes in (3.29) are computed using the predictor solution
q̄h, which already accounts for time integration and not relying on the purely spatial solu-
tion uh, as done in classical multi-stage DG schemes based on Runge-Kutta time stepping
techniques.
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To devise a quadrature-free scheme, the weak form (3.29) must be reformulated over
the space-time reference system ξ̃. To do that, we start by integrating the first term
of (3.29) in space and time and introducing the definitions (3.7) and (3.27). Then, the
physical flux at the the cell interface ∂Pi is substituted by the numerical flux function
G f (q̄+

h ,q̄−h ), and the remaining terms are rewritten with respect to the space-time refer-
ence element T̃e for each subcell Pi f . Thus, we get the following expression of the fully
discrete quadrature-free one-step DG scheme:

Mi

(
ûn+1
`,i −ûn

`,i

)
+ ∑

f∈Fi

|∂Pi f |TξG f (q̄+
h ,q̄−h )= ∑

f∈Fi

|Ji f |
[
Vξf∗(q̄h)+Vηg∗(q̄h)

]
, (3.30)

where the element-wise mass matrix writes

Mi = |Pi| ∑
f∈Fi

∫
Te

φkφ`dξ, (3.31)

while the remaining universal matrices are given by

Tξ =

ξM(Te)∫
ξN+1(Te)

φkφ`dχ, Vξ =
∫
Te

∂φk

∂ξ
φ`dξ, Vη =

∫
Te

∂φk

∂η
φ`dξ. (3.32)

As for the combined temporal stiffness matrix K1,i in the predictor step, the inverse of
the mass matrix M−1

i , which is the only element-dependent matrix involved in the corrector
step, can be conveniently computed and stored for each element one and for all at the
beginning of the algorithm. The flux matrix Tξ is always defined along the reference edge
with the node coordinates ξN+1 and ξM as extrema (we recall indeed that each subcell
Pi f is always mapped to the reference element Te with the cell barycenter xi as the first
local node ξ1 according to (3.10), see also Figure 2).

To account for the discontinuities arising in the boundary integral of (3.29), we rely
on the usage of a Riemann solver G at the element interfaces [87]. The right and left data
necessary for computing G are then given by the right and left states (q̄+

h ,q̄−h ) obtained
within the predictor step, thus yielding the formal order of accuracy O(N+1). The left
state q̄−h refers to the cell under consideration, i.e. Pi, whereas the right state q̄+

h is re-
lated to the neighbor cell Pj which shares the common face f across which the flux is
evaluated. A simple and very robust Rusanov flux [77] is adopted, which is modified to
simultaneously include both the convective and the viscous terms [53]:

G f =
1
2
(
F̄+

h + F̄−h
)
·ni f−

1
2
(|λmax|+2ε|λmax

v |)
(
q̄+

h −q̄−h
)

, ε=
2N+1

(hi+hj)
√

π
2

. (3.33)

The quantities |λmax| and |λmax
v | are obtained taking the corresponding maximum ab-

solute value of the eigenvalues in (2.7) between q̄+
h and q̄−h , then projected in the face

normal direction, i.e. along the unit vector ni f . As proposed in [42], these values are then
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frozen for the flux evaluation across the entire face f , making the numerical flux (3.33)
a linear function of its four arguments (q̄+

h ,q̄−h ,F̄+
h ,F̄−h ) and thus allowing to obtain a

quadrature-free formulation on general polygonal grids.

3.5 DG limiter with artificial viscosity

In the case of shock waves and other discontinuities that might occur even when starting
the simulation with smooth initial data, because of the non-linearity of the governing
PDE system, a limiter technique must be introduced in the DG scheme (3.30) in order to
avoid spurious oscillations and dangerous instabilities. Among the variety of techniques
presented in literature [14, 17, 35, 44, 47, 51, 67, 69, 79, 96, 97] that range from classical a
priori limiters to novel a posteriori limiting techniques, and that exploit the combination of
different schemes, bounds preserving approaches and/or different level of refinements,
here we have chosen to introduce a simple artificial viscosity method, inspired from [7,
55, 65, 70, 73, 84], that we apply only to those cells that need limitation, i.e. those which
are detected as “troubled”. Therefore, our limiter procedure is made of two steps: i)
detection and ii) limiting.

To detect these troubled elements, the flattener variable β proposed in [4] is used
as indicator at the beginning of each time step. This detector works by comparing the
divergence of the velocity field ∇·v in the element Pi with the minimum of the sound
speed c=

√
γRT among the element Pi itself and its neighborhood. Let us introduce an

estimation of the divergence of the velocity field given by

∇·v|i =
1
|Pi| ∑

f∈Fi

|∂Pi f |
(
v+−v−

)
·ni f , cs,min=min

f∈Fi

(
c−s ,c+s

)
, (3.34)

with the superscripts (+,−) denoting the right and left quantities across the face f . The
flattener variable βi, i=1,.. .,NE is now computed according to [4] as

βi =min
[

1,max
(

0,−∇·vi+m1cs,min

m1cs,min

)]
, (3.35)

with the coefficient m1 that is set to the value m1=0.1 as done in [4].
If the detector is activated on a cell Pi then this cell is said to be “troubled” and some

artificial viscosity µadd,i is added to the physical viscosity µ, hence resulting in the ef-
fective viscosity µi =µadd,i+µ used in the Navier-Stokes equations (2.2). The additional
viscosity µadd,i is determined so that a resulting unity mesh Reynolds number Rei is as-
signed to the troubled cells, that is

Rei =
ρ|λmax

i |hs

µi
, (3.36)

with |λmax
i | given by the maximum absolute value of the convective eigenvalues in (2.7)

and hs=hi/(2N+1) representing a rescaled mesh spacing according to [84]. Consistently,
the corresponding artificial heat conduction coefficient κi in the heat flux is obtained by
setting the Prandtl number to Pri =µiγcv/κi =1.
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Table 1: Profiling of both ADER DG-AFE and ADER DG-M schemes solving all test cases proposed in this work
(EP=Explosion Problem, SP=Stokes Problem, VS=Viscous Shock, TG=Taylor-Green, ML=Mixing Layer). The
order of accuracy of the scheme is O(N), the number of elements involved in the spatial discretization is denoted
with NE, the number of time steps needed to reach the final time is given by N∆t, while the absolute time of
each simulation measured in seconds [s] is provided for both schemes in the columns TAFE and TM. The time
needed for the update of one element within one time step is indicated with τAFE and τM. Finally, the efficiency
ratio is evaluated as RE =τM/τAFE.

Test O(N+1) NE
ADER DG-AFE ADER DG-M

N∆t TAFE τAFE N∆t TM τM RE
EP O(3) 25648 3856 2.237E+05 2.262E-03 3860 3.088E+05 3.119E-03 1.38
SP (µ=10−2) O(4) 358 90093 4.388E+05 1.361E-02 90098 1.219E+06 3.780E-02 2.78
SP (µ=10−3) O(4) 358 11546 6.762E+04 1.636E-02 11546 1.792E+05 4.366E-02 2.65
SP (µ=10−4) O(4) 358 3689 2.694E+04 2.040E-02 3689 6.172E+04 4.674E-02 2.29
VS O(4) 1120 73372 7.129E+05 8.675E-03 73372 1.746E+06 2.125E-02 2.45
TG O(4) 2916 8272 2.501E+05 1.037E-02 8272 6.486E+05 2.689E-02 2.59
ML O(3) 15723 65786 1.759E+06 1.700E-03 65787 3.327E+06 3.216E-03 1.89

4 Numerical results

The aim of this section is to describe and show the numerical results for a series of test
cases solved using our novel DG schemes based on agglomerated subgrid continuous
finite element basis functions. The abbreviation ADER DG-AFE (Agglomerated Finite
Element) is used for referring to the method presented in this work, while the label ADER
DG-M (Modal) refers to the numerical method forwarded in [49] and based on standard
modal Taylor-type basis functions written in terms of the physical coordinates. The CFL
number in (3.6) is set to CFL=0.5 for all simulations and the obtained numerical solutions
are compared against exact or numerical reference solutions available in the literature. If
not otherwise specified, the ratio of specific heats is γ=1.4 and the gas constant is R=1,
thus the specific heat capacity at constant volume is set to cv = 2.5. Furthermore, the
limiting strategy presented in Section 3.5 is not activated by default. The initial condition
of the flow field is typically given in terms of the vector of primitive variables P(x,t)=
(ρ,u,v,p) and all simulations are run on 64 CPUs with MPI parallelization.

Table 1 reports a comparison in terms of computational efforts between the AFE and
the M version of the ADER DG method on Voronoi tessellations for all the test problems
proposed in this section. For the ADER DG-AFE scheme the time required for an ele-
ment update within one time step can be up to ≈2.8 times faster than the corresponding
ADER DG-M algorithm, thus a remarkable improvement in the overall performance of
the novel schemes is achieved, while maintaining very accurate resolution properties as
demonstrated in the following test suite.
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Table 2: Errors related to the L2 projection of the initial condition for the isentropic vortex test case measured
in L∞ norm for ρ (density), u (horizontal velocity) and p (pressure). A coarse mesh of size h=10/12 is used
and the errors are reported for third and fourth order DG schemes with AFE and Modal basis functions.

O(3) O(4)
Variable ADER DG-AFE ADER DG-M ADER DG-AFE ADER DG-M

ρ 2.818E-03 1.058E-02 2.836E-04 2.053E-03
u 6.511E-03 2.817E-02 8.510E-04 7.678E-03
p 2.332E-02 8.514E-02 2.151E-03 2.075E-02

4.1 Numerical convergence studies

To study the numerical convergence of the novel ADER DG-AFE schemes, an isotropic
vortex problem is considered according to the setup initially proposed in [62]. This prob-
lem has an exact and smooth solution for the compressible Euler equations, thus viscosity
and heat conduction coefficients are neglected, i.e. µ=κ=0. The computational domain
is the square Ω = [0;10]2 with periodic boundaries and the general radial coordinate is
given by r=

√
x2. The vector of primitive variables at the initial time is defined as

P(x,0)=(1+δρ,1+δu,1+δv,1+δp), (4.1)

where the perturbations for pressure δp, density δρ and velocity (δu,δu) are

δp=(1+δT)
γ

γ−1−1, δρ=(1+δT)
1

γ−1−1,
(

δu
δv

)
=

ε

2π
e

1−r2
2

(
−(y−5)
(x−5)

)
, (4.2)

with δT being the temperature perturbation that reads

δT=− (γ−1)ε2

8γπ2 e1−r2
. (4.3)

The vortex strength is set to ε=5, while the perturbation of entropy S= p/ργ is assumed
to be zero. The initial density distribution is shown in Figure 4 on a very coarse mesh
for ADER DG-AFE and ADER DG-M schemes, and a comparison against the reference
solution on a very fine grid is proposed, highlighting the benefits in terms of resolution
that are achieved by the novel AFE approach. Moreover, the errors related to the L2
projection of the initial condition (4.2) are reported in Table 2, which demonstrates that,
in L∞ norm, the DG-AFE schemes are up to one order of magnitude more accurate than
the corresponding DG-M version.

The exact solution Qe(x,t f ) at the final time of the simulation t f = 1 is simply given
by the time-shifted initial condition, thus Qe(x,t f ) = Q(x−vc t f ,0), with the convective
velocity of the vortex vc = (uc,vc) = (1,1) according to the initial condition (4.1). The
computational domain is discretized with a sequence of refined unstructured Voronoi
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Figure 4: L2 projection of the density distribution of the initial condition for the isentropic vortex test case with
N=2 on a coarse mesh with characteristic size h=10/12. Left: agglomerated finite element basis functions.
Middle: modal basis functions. Right: reference solution obtained on a computational grid with mesh spacing
h=10/64.

meshes of characteristic size h(Ω)=maxi hi and the corresponding error is measured in
L2 norm as

εL2 =

√∫
Ω

(
Qe(x,t f )−uh(x,t f )

)2 dx, (4.4)

with uh(x,t f ) representing the numerical solution of the DG scheme at the final time.
Table 3 shows the convergence results up to fourth order of accuracy in space and time
for both ADER DG-AFE and ADER DG-M schemes, with the associated computational
times. The novel algorithm systematically provides lower errors with more computa-
tional efficiency, which is also highlighted by the error versus CPU time plots depicted in
Figure 5.

The usage of polygonal control volumes allows for larger time steps because the char-
acteristic mesh size is typically larger than the one corresponding to the associated pri-
mary triangular mesh. Indeed, Table 4 reports the mesh spacing for some of the compu-
tational grids used to study the numerical convergence of the novel schemes, confirming
that the Voronoi polygons exhibit a larger incircle diameter, according to the definition
(3.2), compared to the triangles of the underlying Delaunay triangulation. Furthermore,
the total number of Voronoi polygons is about two times smaller than the number of
primal Delaunay triangles. As such, the use of unstructured polygonal meshes is compu-
tationally more advantageous compared to classical triangular simplex meshes. Further-
more, Voronoi tessellations demonstrate to be more suitable and robust to be adopted in
the context of Arbitrary Lagrangian-Eulerian schemes as shown in [81] and [49], where
applications to very long and complex astrophysical simulations are proposed, which are
characterized by strong differential rotations phenomena.
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Figure 5: Comparison between ADER DG-AFE and ADER DG-M schemes from second up to fourth order of
accuracy. Left: dependency of the error norm on the mesh size. Right: dependency of the error norm on the
CPU time.
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Table 3: Numerical convergence results for the compressible Euler equations using both ADER DG-AFE and
ADER DG-M schemes from second up to fourth order of accuracy in space and time. The errors are measured
in the L2 norm and refer to the variable ρ (density) at time t f =1. The absolute CPU time of each simulation

is also reported in seconds [s].

ADER DG-AFE ADER DG-M
h(Ω) ρL2 O(ρL2) CPU time ρL2 O(ρL2) CPU time

Order of accuracy: O(2)
2.270E-01 9.758E-03 - 2.203E+02 1.775E-02 - 3.616E+02
1.773E-01 5.406E-03 2.4 4.174E+02 9.322E-03 2.6 6.472E+02
1.155E-01 2.680E-03 1.6 1.070E+03 4.055E-03 1.9 2.039E+03
8.786E-02 1.431E-03 2.3 2.182E+03 2.262E-03 2.1 3.989E+03
5.888E-02 6.014E-04 2.2 4.008E+03 9.504E-04 2.2 1.304E+04

Order of accuracy: O(3)
2.270E-01 9.369E-04 - 3.395E+03 1.704E-03 - 5.750E+03
1.773E-01 4.598E-04 2.9 6.214E+03 7.121E-04 3.5 1.065E+04
1.155E-01 1.674E-04 2.4 1.602E+04 2.095E-04 2.9 3.133E+04
8.786E-02 6.637E-05 3.4 3.049E+04 8.542E-05 3.3 6.020E+04
5.888E-02 2.317E-05 2.6 5.853E+04 2.509E-05 3.1 1.954E+05

Order of accuracy: O(4)
2.270E-01 4.578E-05 - 2.621E+04 1.563E-04 - 3.868E+04
1.773E-01 1.194E-05 5.4 4.745E+04 5.195E-05 4.5 7.766E+04
1.155E-01 2.963E-06 3.3 1.207E+05 1.085E-05 3.7 2.354E+05
8.786E-02 1.039E-06 3.8 2.522E+05 3.332E-06 4.3 4.270E+05
5.888E-02 2.303E-07 3.8 4.828E+05 6.609E-07 4.0 8.128E+05

Table 4: Comparison of the average incircle diameter given by (3.2) between the primary triangular grid (hT) and
the corresponding dual Voronoi tessellation (hP) for a sequence of meshes used in the numerical convergence
studies. The characteristic mesh size is measured in terms of the number NI of cells which split each edge of
the computational domain Ω=[0;10]2.

NI hP hT

12 4.521E-01 2.535E-01
24 2.014E-01 1.037E-01
32 1.589E-01 9.175E-02

4.2 Circular explosion problem

The second test problem concerns again an inviscid fluid without heat conduction and
it consists of a genuinely multidimensional problem which is characterized by a radially
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symmetric solution. This test case is known as explosion problem and it deals with a
cylindrical Riemann problem involving three different types of waves, namely an out-
ward traveling shock front, an inward moving rarefaction fan and a contact wave in
between. Due to the presence of a shock wave in the inviscid case, the limiting strat-
egy is activated for this test case. The computational domain is the square Ω= [−1;1]2

that is assigned transmissive boundary conditions and is meshed with a total number
of NE = 25648 Voronoi elements. The initial condition is given in terms of two different
states, separated by the circle of radius R=0.5:

P(x,0)=
{

Pi = (1.0,0.0,0.0,1.0) if r≤R,
Po = (0.125,0.0,0.0,0.1) if r>R,

(4.5)

where Pi and Po represent the inner and the outer state, respectively, whereas r =
√

x2

is the general radial position. In order to avoid nonphysical oscillations at the initial
time, where the discontinuous initial data are projected onto the piecewise polynomial
approximation space via classical L2 projection, the initial condition is slightly smoothed
according to [84] as follows:

P(x,0)=
1
2
(Po+Pi)+

1
2
(Po−Pi)erf

(
r−R

α0

)
, α0=2·10−2. (4.6)

Due to the cylindrical symmetry of the problem the solution can be compared with an
equivalent one-dimensional problem in radial direction r with a geometric source term,
see [87]. The reference solution is computed at the final time t f = 0.25 by solving the
compressible Euler equations using a second order MUSCL scheme with the Rusanov
flux on a very fine one-dimensional mesh of 15000 points in the radial interval r∈ [0;1].
Figure 6 shows the comparison between the reference solution and the numerical so-
lution obtained with the third order version of the ADER DG-AFE scheme as well as
a two-dimensional view of the pressure distribution which exhibits excellent symmetry
preservation despite the unstructured nature of the computational mesh. A very good
agreement can be noticed, and the limiter only acts on those cells which are located at the
shock front, that are less than 7% of the total number of elements, as depicted in Figure 7.

4.3 First problem of Stokes

We now consider a simple test problem dominated by viscosity effects, namely the first
problem of Stokes [78], for which an exact analytical solution of the unsteady Navier-
Stokes equations is available. This test describes the time-evolution of an infinite incom-
pressible shear layer, thus the simulation is run at a low Mach number of M = 0.1 to
obtain an almost incompressible behavior. The computational domain is the channel Ω=
[−0.5,0.5]×[−0.05,0.05] and is discretized with very few control volumes, namely NE =
358. Periodic boundary conditions are prescribed in y−direction, while in x−direction
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Figure 6: Circular explosion problem at time t f = 0.25. Third order numerical results with ADER DG-AFE
scheme for density, horizontal velocity and pressure compared against the reference solution extracted with a
one-dimensional cut of 200 equidistant points along the x−direction at y= 0. Pressure distribution with 40
contour levels in the interval [0.1;1] is shown in the top left panel.
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Figure 7: Circular explosion problem with third order ADER DG-AFE scheme. Troubled cell map (left) with the
limited cells highlighted in red and the unlimited cells colored in blue; percentage of limited cells at each time
step (right).
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we enforce the initial condition given by

ρ=1, u=0, v=
{

v0 x≤0
−v0 x>0

, p=
1
γ

, v0=0.1. (4.7)

Heat conduction is neglected (κ = 0) and the simulation stops at time t f = 1. The exact
solution of the incompressible Navier-Stokes equations for the velocity component v can
be computed as

v(x,t)=v0erf
(

1
2

x√
µt

)
. (4.8)

This test case is run using the fourth order ADER DG-AFE schemes for three different
values of viscosity, namely µ = 10−2, µ = 10−3 and µ = 10−4. The comparison between
the reference solution (4.8) and the numerical results is presented in Figure 8, where one
can appreciate an excellent matching between the two for all the considered viscosity
coefficients µ.

Figure 8: First problem of Stokes at time t f =1. Fourth order numerical results for the vertical component of the
velocity obtained with our ADER DG-AFE scheme and compared against the reference solution by extracting a
one-dimensional cut of 200 equidistant points along the x−direction at y=0. Viscosity µ=10−2 (left), µ=10−3

(middle) and µ=10−4 (right).

4.4 Viscous shock profile

In order to verify the numerical method in the context of smooth supersonic viscous
flows, we propose to solve the problem of an isolated viscous shock wave which is trav-
eling into a medium at rest with a shock Mach number of Ms>1, see also [14,20,40]. The
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analytical solution can be found in [8], where the compressible Navier-Stokes equations
are solved for the special case of a stationary shock wave at Prandtl number Pr=0.75 with
constant viscosity. The dimensionless velocity of this stationary shock wave is ū= u

Ms c0
,

with the upstream adiabatic sound speed c0 =
√

γp0/ρ0. The exact solution for ū can be
computed by solving the following equation, see [8, 40]:

|ū−1|
|ū−κ2|κ2 =

∣∣∣∣1−κ2

2

∣∣∣∣(1−κ2)

exp
(

3
4

Res
M2

s−1
γM2

s
x
)

, (4.9)

with

κ2=
1+ γ−1

2 M2
s

γ+1
2 M2

s
. (4.10)

Equation (4.9) allows the dimensionless velocity ū to be obtained as a function of x. The
form of the viscous profile of the dimensionless pressure p̄= p−p0

ρ0c2
0 M2

s
is given by the relation

p̄=1−ū+
1

2γ

γ+1
γ−1

(ū−1)
ū

(ū−κ2). (4.11)

Finally, the profile of the dimensionless density ρ̄= ρ
ρ0

is derived from the integrated con-
tinuity equation: ρ̄ū= 1. A constant velocity field u= Msc0 is then superimposed to the
solution of the stationary shock wave found in the previous steps, so that an unsteady
shock wave traveling into a medium at rest is obtained. The computational domain is
the rectangular box Ω=[0,1]×[0,0.2] which is discretized by a coarse grid made of a total
number of unstructured cells NE = 1120, depicted in the top panel of Figure 9. On the
left side of the domain (x=0) the constant inflow velocity is prescribed, whereas outflow
boundary conditions are imposed at x=1. Periodic boundaries are prescribed elsewhere.
The initial condition involves a shock wave centered at x = 0.25 propagating at Mach
Ms =2 from left to right with a Reynolds number Re=100, thus the viscosity coefficient
is set to µ=2×10−2. The upstream shock state is defined by P0(x,0)=(1,0,0,1/γ), hence
c0 =1. The final time of the simulation is t f =0.2 with the shock front located at x=0.65.
Figure 9 shows a comparison of the fourth order numerical solution against the analytical
solution at the final time, where an excellent matching is achieved. We compare the exact
solution and the numerical solution for density, horizontal velocity component, pressure
and heat flux qx = κ ∂T

∂x , with T = p/(Rρ) being the temperature. We underline that this
test case allows all terms contained in the Navier-Stokes system to be properly checked,
since advection, thermal conduction and viscous stresses are present. Furthermore, de-
spite the underlying one-dimensional structure of the exact solution, this problem actu-
ally becomes multidimensional due to the use of unstructured Voronoi meshes, where in
general the edges of the control volumes are not aligned with the main flow field in the
x−direction.

The same simulation is also run using the fourth order version of the ADER DG-M
scheme. Since the analytical solution is known, the errors in L2 and L∞ norms for the
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Figure 9: Viscous shock profile with shock Mach number Ms=2 and Prandtl number Pr=0.75 at time t f =0.2.
Top panel: Voronoi tessellation and pressure contours. Fourth order numerical solution with ADER DG-AFE
scheme compared against the reference solution for density, horizontal velocity, pressure and heat flux (from
middle left to bottom right panel): in particular, we show a one-dimensional cut of 200 equidistant points along
the x−direction at y=0.1.
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main variables can be computed for both ADER DG-AFE and ADER DG-M methods at
the final time of the simulation. Table 5 reports the error analysis, which demonstrates
the higher resolution achieved by the novel ADER DG-AFE schemes that exhibit much
lower errors (≈60% less than the corresponding ADER DG-M errors) for all variables.

Table 5: Error analysis for the viscous shock profile using both ADER DG-AFE and ADER DG-M schemes with
fourth order of accuracy in space and time. The errors are measured in L2 and L∞ norms and refer to the
variables ρ (density), horizontal velocity u and pressure p at the final time t f =0.2.

Scheme
Density (ρ) Velocity (u) Pressure (p)

L2 L∞ L2 L∞ L2 L∞

ADER DG-AFE 3.389E-05 1.518E-03 4.600E-05 1.757E-03 1.287E-04 5.450E-03
ADER DG-M 8.692E-05 4.085E-03 1.337E-04 5.882E-03 3.687E-04 1.676E-02

4.5 2D Taylor-Green vortex

A typical test problem used for the validation of numerical methods for the incompress-
ible Navier-Stokes equations is the Taylor-Green vortex problem, for which an exact so-
lution is known in two space dimensions:

u(x,t) = sin(x)cos(y)e−2νt,
v(x,t) = −cos(x)sin(y)e−2νt,

p(x,t) = C+
1
4
(cos(2x)+cos(2y))e−4νt, (4.12)

where the kinematic viscosity is given by ν= µ
ρ with µ= 10−2. To approach a low Mach

regime, the additive constant for the pressure field is given by C=100/γ and the density
is initially set to ρ(x,0) = 1, while heat conduction is neglected, thus setting κ = 0. The
computational domain is defined by Ω(0) = [0;2π]2 with periodic boundaries imposed
on each side and it is discretized with a total number of NE = 2916 Voronoi cells. The
fourth order accurate numerical results are depicted in Figure 10 at the final time of the
simulation t f = 1.0. A very good agreement between the ADER DG-AFE scheme in the
low Mach number regime and the exact solution of the incompressible Navier-Stokes
equations can be observed, both for velocity and pressure. We also plot the stream-traces
of the velocity field and of the density perturbations.

4.6 Compressible mixing layer

As last test to be presented in this work we consider an unsteady compressible mixing
layer, originally studied by Colonius et al. in [30]. The computational domain is given by
Ω=[−200;200]×[−50;50] which is paved with a total number of NE=15723 unstructured
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Figure 10: 2D Taylor-Green vortex at time t f =1 with viscosity µ=10−2. Exact solution of the Navier-Stokes
equations and fourth order numerical solution with ADER DG-AFE scheme. Top: mesh configuration with
density distribution (left) and vorticity magnitude with stream-traces (right). Bottom: one-dimensional cut of
200 equidistant points along the x-axis and the y−axis for the velocity components u and v (left) and for the
pressure p (right).
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cells. This problem involves two fluid layers moving with different velocities along the
x−direction, thus for y→+∞ and y→−∞ we impose the free stream velocities u+∞=0.5
and u−∞ = 0.25, respectively. A smooth transition between the two velocities is initially
imposed, thus the fluid state at t=0 is given according to [43] as

ρ(x,0)=ρ0=1, v(x,0)=v0=(u0,v0)=

( 1
8 tanh(2y)+ 3

8
0

)
, p(x,0)= p0=

1
γ

. (4.13)

The vorticity thickness χ at the inflow, with respect to which all lengths are made dimen-
sionless, and the associated Reynolds number Reχ write

χ=
u+∞−u−∞

max
(

∂u
∂y

∣∣∣
x=0

) :=1, Reχ =
ρ0 u+∞ χ

µ
=500, (4.14)

with the viscosity coefficient set to µ = 10−3, while heat conduction is again neglected
(κ=0). As done in [43], a perturbation δ(y,t) is introduced at the inflow boundary for all
the variables, hence prescribing the following boundary condition at x=0:

ρ(0,y,t)=ρ0+0.05δ(y,t), v(0,y,t)=v0+

(
1.0
0.6

)
δ(y,t), p(0,y,t)=p0+0.2δ(y,t). (4.15)

The periodic function δ(y,t) is given by

δ(y,t)=−10−3exp(−0.25y2)

[
cos(ωt)+cos

(
1
2

ωt−0.028
)
+cos

(
1
4

ωt+0.141
)
+cos

(
1
8

ωt+0.391
)]

,

(4.16)
with the fundamental frequency of the mixing layer ω=0.3147876. Transmissive bound-
aries are imposed elsewhere. The final time is t f = 1596.8 and the simulation is carried
out using the third order version of both ADER DG-AFE and ADER DG-M schemes. Fig-
ures 11-12 show the vorticity magnitude of the flow field at t = 500 and t = t f for both
simulations, highlighting the differences between the two schemes. The novel ADER
DG-AFE method using the continuous finite element subgrid basis clearly provides much
better resolved flow patterns compared to the ADER DG-M method relying on the simple
modal basis, and our new method is at the same time almost two times faster according
to the profiling analysis reported in Table 1.

5 Conclusions

In this article we have presented a new discontinuous Galerkin (DG) finite element method
for the solution of nonlinear systems of conservation laws on unstructured polygonal
Voronoi meshes in which the numerical solution is represented by a novel nodal basis,
making use of continuous finite element basis functions defined on a subgrid within each
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Figure 11: Compressible mixing layer at time t= 500. Third order numerical results for vorticity magnitude
with ADER DG-AFE scheme (top row) and ADER DG-M scheme (bottom row). 40 contour levels in the range
[0.01;0.1] have been used for plotting the vorticity distribution.
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Figure 12: Compressible mixing layer at the final time t= 1596.8. Third order numerical results for vorticity
magnitude with ADER DG-AFE scheme (top row) and ADER DG-M scheme (bottom row). 40 contour levels
in the range [0.01;0.1] have been used for plotting the vorticity distribution.
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Voronoi element. The key novelty introduced in this paper is the use of piecewise poly-
nomials of degree N as basis and test functions within each high order polygonal DG
element, rather than using simply polynomials of degree N inside each element, as for ex-
ample in the case of classical modal basis functions or for nodal basis functions based on
the minimum necessary number of nodes [54]. As usual in the context of DG schemes,
also in our new approach the discrete solution is allowed to jump across element bound-
aries. The subgrid used within each polygon in order to define the subgrid finite element
basis, also denoted by Agglomerated Finite Element (AFE) basis in this paper, has been
defined by the sub-triangles connecting the barycenter with the vertices of each polyg-
onal cell. Each triangular subcell can then be easily mapped to a universal reference
triangle, hence allowing universal mass, flux and stiffness matrices to be computed in the
reference space. The basis functions are continuously extended by zero outside the sub-
cell and only the inverse of the time stiffness matrix and the element mass matrix must
be stored for each polygonal cell of the computational grid, whereas the remaining inte-
grations can be efficiently carried out by assembling the contributions of each subcell in
a finite element fashion. Next, the new algorithm achieves also high order of accuracy
in time thanks to the design of a space-time predictor-corrector approach relying on the
ADER methodology. In particular, at the end of the predictor stage, the space-time poly-
nomials representing the predictor solution are integrated in time. Then, a fully discrete
one-step corrector DG scheme is applied, completing the integration in space by means
of a variational formulation of the of the governing PDE.

Thus, we have devised a novel quadrature-free nodal DG scheme that is able to achieve
high order of accuracy in space and time on general unstructured polygonal meshes.
It has been carefully validated in terms of accuracy, robustness and computational ef-
ficiency by performing a suite of academic benchmarks for the compressible Euler and
Navier-Stokes equations. The results have been compared against available exact or nu-
merical reference solutions and both the performance and the accuracy of the new ADER
DG-AFE schemes have been compared with the corresponding ADER DG methods based
on classical modal basis functions defined in the physical space, showing the superior res-
olution capabilities and computational efficiency of the new algorithm proposed in this
paper.

In future research we plan to extend the present scheme to three space dimensions,
hence involving general polyhedral computational meshes with a subgrid made of tetra-
hedra. Within the context of all Mach number flows, a semi-implicit version of the DG
scheme based on an explicit discretization of the nonlinear convective terms and an im-
plicit treatment of the pressure and of the viscous terms will also be considered in the
future, following the ideas presented in [13, 21, 84]. This should also mitigate the time
step restriction induced by the artificial viscosity limiter. More semi-implicit DG schemes
for compressible flows and shallow water flows that may take advantage of the new
nodal basis proposed in this paper can be found, e.g., in [37–39, 57, 90, 91]. Last but not
least, motivated by the results obtained in [24, 50, 52, 64, 68] for finite volume schemes
applied to the Euler equations with gravity, and following the seminal approach of [23]
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we also plan to introduce some well balanced structure preserving techniques in the new
discontinuous Galerkin schemes presented in this paper, exploiting in particular the im-
proved computational efficiency and the additional resolution capability of the new AFE
basis functions in order to design new high order accurate and exactly well balanced DG
schemes on polygonal meshes.
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