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Abstract

Temporal, spatial, and spatio-temporal granularities allow one to qualify classical data
locating them in time and space. In order to compare data qualified with different
granularities and associate data to different granularities, it is necessary to know how
the involved granularities are related. However, the explicit calculation of these rela-
tionships may be heavy from a computational point of view. Thus, in this paper, we
propose an inference system for inferring definitely valid relationships starting from a
set of already known valid relationships without to calculate them explicitly. We will
prove the soundness and completeness of the system.



1 Introduction

Since the large growth of temporal and spatial datasets, it is becoming ever more im-
portant the storage, management, and querying of spatio-temporal databases.

A way to manage spatio-temporal data is to qualify and aggregate them by using
temporal, spatial, and spatio-temporal granularities. Temporal granularities have been
formalized by Bettini et al. [6, 11] for managing temporal data, while notions of spatial
and spatio-temporal granularities have been proposed in [5]. Informally, a granularity
represents a partition of a space in disjoint sets of points called granules. Granules
can be used for qualifying and aggregating any information associated with them. Pro-
posed frameworks for granularities include also some operations useful to create new
granularities and some relationships describing how granules of two granularities are
related [5, 11]. The same space can be partitioned by more granularities, representing
it at different qualification levels (e.g., municipalities, provinces, regions).

The analysis and querying of spatio-temporally qualified data require in many cases
to compare data associated to different granularities (e.g., car accidents happened in
municipalities may be compared with provincial emergency services) or to convert
data associated to a granularity into equivalent data associated to a different granular-
ity (e.g., car accidents in regions can be calculated from accidents in municipalities).
These analyses depend on the relationships between the involved granularities. For
example, car accidents in regions can be obtained just summing car accidents in mu-
nicipalities that partition regions. Knowledge about relationships between involved
granularities allows one to know how data associated to different granularities can be
compared.

Thus, it is important to know which relationships exist between granularities we
are interested in. These relationships can be calculated by some algorithms that com-
pare granules of granularities. However, especially in the spatial and spatio-temporal
cases, these algorithms may compare many granules also by using geometrical func-
tions that require a lot of resources. Thus, these algorithms can be very heavy from a
computational point of view. As an alternative, in some cases it is possible to deduce
some relationships between two granularities by observing other relationships already
known valid between them or other related granularities. For example, by knowing that
each granule of a granularity A is contained in a granule of B and that each granule
of B is also a granule of C, we can deduce that each granule of A is contained in a
granule of C. Inference rules similar to this one allow one to obtain some informa-
tion about relationships between granularities without executing any algorithm, saving
computational resources.

In this paper, we propose an inference system that, starting from a set of rela-
tionships between temporal, spatial, or spatio-temporal granularities, derives all other
relationships definitely valid between the same granularities. The inference system is
made up of a set of rules. Each rule concludes the validity of a relationship based on
the validity of some premises. We also prove the soundness and completeness of the
proposed inference system. The inference system includes also some rules allowing us
to deduce the validity of some relationships between a granularity and the granularities
used to define it. For example, knowing that A has been created by selecting some
granules of B, the system infers that A is a subgranularity of B.

It is worth noting that, at the best of our knowledge, previous proposals focused
only on inference rules on relationships between temporal or spatial regions, while
no inference systems for granularities (i.e., sets of disjoint regions) have never been
proposed in the past.



The rest of the paper is organised as follows. In the next section we briefly report
main related work. In Section 3 some background notions about granularities are intro-
duced, while in Section 4 we present our inference system and an application example.
Finally, in Section 5, we conclude with some remarks and future work.

2 Related Work

In this section we discuss proposals in literature about inference systems on temporal,
spatial, and spatio-temporal relationships.

The most important and well-formalized framework including temporal relation-
ships is the Allen’s interval algebra [1]. Allen proposed a notion of temporal inter-
val and he defined a set of relationships between time intervals (e.g., before, during,
equals). Relationships are managed and represented by a constraints network. The net-
work is built and expanded by using a transitivity table. Given the relationship between
two intervals A and B and the relationship between B and C, the transitivity table cal-
culates the relationships definitely true between A and C. Inferred relationships are
added to the already existing network, broaden information about the considered tem-
poral intervals.

The Allen’s approach and notions have been further developed and extended in
several direction, e.g., fuzzy temporal intervals [2] and temporal semi-intervals [10].

Similar frameworks have been proposed also for spatial regions, especially based
on Region Connection Calculus (RCC) [12]. In [12], Randell et al. present an alge-
bra allowing one to express topological relationships (e.g., contains, overlap, disjoint)
between spatial regions. Moreover, similarly to the Allen’s proposal, they define a
transitivity table in order to infer composition of two RCC relationships.

The RCC framework has been further extended to consider regions with a single
hole in [15]. Following the original proposal about RCC, Vasardani and Egenhofer
propose a set of relationships between single-holed spatial regions and a composition
operator for them.

In [13], Systla and Yu presented a similar framework focused on pictorial databases.
They propose nine relationships (e.g., left_of, above, inside) and study a deductive
system able to infer new relationships from a given set. In particular they studied
transitivity, symmetry, and other properties of the relationships.

Wiebrock et al. [17] propose a model to represent spatial relationships based on
transformation matrices. Then, they define an inference system based on matrices ma-
nipulation.

Considering spatio-temporal locations and regions, in [8] Bittner proposed the no-
tion of stratified spatio-temporal map spaces, a spatio-temporal extension of stratified
map spaces [14]. Based on this notion, Bittner introduces a set of spatio-temporal
relationships (e.g., different-time-same place, same-time-same-place, different-time-
different-place) between two time-moving spatial regions. Finally, the author proposes
a composition operator for these relationships, also considering different levels of map
space (i.e., different temporal and spatial granularities).

However, all these proposals take in account just relationships between single re-
gions, while our work introduce an inference system on relationships between granu-
larities, i.e. sets of non-overlapping regions.



3 Background

In this section we briefly present the definitions of temporal, spatial, and spatio-temporal
granularities already proposed in [5, 11].

3.1 Temporal Granularities

The notion of temporal granularity has been developed since the last years of 1990’s.
Based on several previous proposals, Bettini et al. developed in [6, 7, 16] the formali-
sation for temporal granularity now widely accepted by the temporal research commu-
nity.

Informally, a temporal granularity represents a partition of a time domain. Each
element of this partition (i.e., the granularity) is called granule. Describing a fact, we
can use these granules to provide data with a temporal qualification at the suitable gran-
ularity. In other words, a temporal granularity represents a temporal unit of measure.

To give the definition of temporal granularity it is first of all necessary to define how
we represent a time domain. A time domain is a pair (T, <) where T is a non-empty
set of time instants and < is a total order over T'. The domain represents the usual time
line: it is the set of basic temporal entities used to interpret the other notions. Examples
of discrete time domain are (N, <) and (Z, <).

Given a time domain 7', a temporal granularity is a mapping G from an index set
I to the power set of T such that:

1. ifi < j and G(7) and G(j) are non-empty, then each element of G(%) is less than
all elements of G(j);

2. if i < k < j and G(i) and G(j) are non-empty, then G(k) is non-empty.

The first condition states that granules (i.e., the sets of instants corresponding to in-
dexes) do not overlap each other and that the index order and the time domain order are
the same. Instead, the second condition states that non-empty granules are contiguous.
Usually, the index set is a subset of integers thus a granularity defines a countable set
of granules, each one identified by its index. A granularity is bounded if there exist
two indexes ki, ks € I such that G(7) = 0 for all i < kj and ¢ > ko. Often, gran-
ules are not referred by their indexes but using labels, i.e., textual representations. For
this purpose it can be defined also a label mapping that associates to each label the
corresponding granule.

Usual granularities are Seconds, Minutes, Days, Years. For example, if we con-
sider the granularity Years, the granule Years(2008) corresponds to the time instants
belonging to year 2008.

Thus, a granularity is made up of some non-empty granules. Granules represent
sets of time instants perceived and used as indivisible entities. A granule can represent
either a single instant, a time interval (i.e., a set of contiguous instants), or a set of
non-contiguous instants.

Other notions are defined about a temporal granularity:

* the origin of a granularity G is a special granule designated as the initial granule,
e.g., G(0);

¢ the image of a granularity is the union of all granules in the granularity;



¢ the extent of a granularity is the smallest interval of the time domain that contains
the image of the granularity. Formally, it is the set

{t € T|3a,b € Im,a <t <b}
where 7' is the time domain and Im is the image of the granularity.

Several relationships are defined between temporal granularities (assuming they
have the same time domain). These relationships allow one to build hierarchies of
granularities and address some issues related to the conversion and switching of infor-
mation from a granularity to a related one. This ability is an important research theme
about temporal information systems and temporal reasoning [7, 11].

The most important and used relationships among time granularities are (abbrevia-
tions for relationship names used hereinafter are enclosed in parenthesis):

* GroupsInto(G, H): (GI) G groups into H, denoted G < H, if for each index
j in the time domain of H there exists a (possibly infinite) subset S of the integers
such that H (j) = U,cq G (7).

* FinerThan(G, H): (FT) G is finer than H, denoted G < H, if for each index
i, there exists an index j such that G(i) C H(j). If G < H we say that H is
coarser than G (H > G).

* SubGranularity (G, H): (SG) G is a subgranularity of H, denoted G C H,
if for each index i, there exists an index j such that G(i) = H(j).

 ShiftEquivalent(G, H): (SE) G and H are shift equivalent, denoted G—H,
if there exists an integer k such that G(i) = H (¢ + k) for all 4 in the index set.
Note that G H if and only if G C H and H C G.

» Partitions(G, H): (P) G partitions H if G < H and G < H.
* GroupsPeriodicallyInto(G, H): (GPI) G groups periodically into H if:
1. G < H;
2. there exist n,m € Z%, where n is less than the number of non-empty
granules of H, such that for all ¢ € Z, if H(i) = U’::O G(jr) and H(i +
n) # @ then H(i +n) = Uf:o G(jr +m).

Using these relationships it is possible to define two other useful notions: bottom
granularity and calendar. Given a granularity relation g-rel and a set of granularities
over the same domain, a granularity G in the set is said to be a bottom granularity with
respect to g-rel if for each granularity H in the set, we have G g-rel H. Moreover,
we call calendar a set of granularities having the same domain and including a bottom
granularity with respect to < (GroupsInto). An usual example of calendar is the
set {Minutes, Hours,Days, Months, Years}. Note that Weeks does not group into
Months since a week can overlap two months.

Using these definitions and notations, Ning et al. [11] completed the framework for
temporal granularity defining some operations useful to build new granularities from
already existing ones. In particular they use an algebraic approach called calendar
algebra.

The calendar algebra consists of operations allowing one to manage and build
temporal granularities. These operations can be classified in two classes: grouping-
oriented and granule-oriented operations. Operations in the first class combine the
granules of a given granularity to form the granules of a new granularity, while oper-
ations in the second class construct a new granularity choosing some granules of the
given parameter granularities.
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3.2 Spatial Granularities

A spatial granularity represents a partition of a space domain in regions, called gran-
ules. Each granule may have holes and may be composed by several disjoint areas.
Each granule is an indivisible entity useful to spatially qualify classical information.

In [5] spatial granularities are defined by using a two-level model. The lower level
represents the spatial domain, on which we can recognise geometrical information and
in which data representing granules are defined. The higher level is an index structure
used to access and manage granules. Conversely to other proposals in literature, in
this approach spatial granularities do not represent only granules but also the relations
between granules. Hence, for example, the granularity Nations may represent that
Congo is west of Kenya. In order to represent in the same structure the granules and
the relationships between them, multidigraphs are used as index sets. A multidigraph
is a labelled directed graph with multiple labelled edges. This two-level structure of
a spatial granularity is exemplified in Figure 1, where a spatial granularity with three
granules and direction-based relationships is depicted.

We recall here the definitions of multidigraph and spatial granularity sketched
in [4].

Definition 3.1 (Multidigraph). A labelled multidigraph is a labelled directed graph
with multiple labelled edges defined as <V, MA, Xy, X 4, 8,t,ly, 14 > where:
o V is the set of nodes;

* MA = (A, m) is the multiset of edges. The multiset is composed of the set of
edges A C'V x V and the function m : A — N that for each edge in A gives its
multiplicity.

e Yy is the finite alphabet of node labels;

e 34 is the finite alphabet of edge labels;

e s:A—V is a function indicating the source node of an edge;
e t: A—V is a function indicating the target node of an edge;

e Iy : V. — Xy is the labelling function for the nodes, it is a bijection;



o lg: A — P(X4) is the labelling function for the edges. 14 must associate to
each edge as many labels as its multiplicity, then we impose that, for each edge
e € A |la(e)|= m(e). Since an edge can have a multiplicity greater than one
the labelling function can give a set of edge labels.

The definition of spatial granularity includes the two levels we introduced and all
the structures needed to link and manage them.

Definition 3.2 (Spatial granularity). A spatial granularity G is <SD, MG, D4, G >
where:

1. SD is a spatial domain;
2. MG is a multidigraph;

3. D4 is a mapping that associates to each edge label the relation between granules
that it represents in the granularity;

4. G is a mapping associating to each node of the multidigraph the non-empty
spatial extent of the granule it represents. We impose that granules have pairwise
disjoint interior.

For any pair (v1,v2) of nodes of MG.V and any label | € MG .X 4, given g1 = G(v1),
g2 = G(v2), and R = D 4(l), in MG there must be an edge labelled with | between v,
and vy iff the two granules g1 and g are related by the relation R.

In the multidigraph each node represents a spatial granule and it is mapped to its
geometrical representation. On the other hand, edges represent relations between gran-
ules (e.g., direction- and distance-based relations). Each edge is labelled with the name
of the relation it represents. The association of edge labels with the mathematical defi-
nition of relations they represent is maintained by the D 4 mapping.

In the following, we distinguish spatio-temporal, temporal, and spatial granularities
adding to the name of the granularity the prefixes st, ¢, and s, respectively.

The framework for spatial granularity may be completed defining relations and op-
erations over spatial granularities. Relations between granularities allow one to com-
pare granules belonging to different granularities. This feature is useful for aggregating
data already associated to a granularity G by using a different granularity H. The fol-
lowing relationships between spatial granularities have been defined (abbreviations for
relationship names used hereinafter are enclosed in parenthesis):

* GroupsInto(G, H): (GI) each granule of H is equal to the union of a set of
granules of G, e.g., provinces group into regions;

* FinerThan(G, H): (FT) each granule of G is contained in one granule of H,
e.g., each university campus is contained in a municipality;

* SubGranularity (G, H): (SG) for each granule of G, there exists a granule in
H with the same spatial extent, e.g., European nations are a subgranularity of all
nations;

* Partition(G, H): (P) G groups into and is finer than H, e.g., countries partition
continents;

» CoveredBy(G, H): (CB) the image of G (i.e., the union of the spatial extent
of its granules) is contained in the image of H, for example, national parks are
covered by provinces, but they are not finer than, since a park can be shared by
two provinces;



* Disjoint(G, H): (D) images of G and H are disjoint, e.g., national parks and
municipal parks are disjoint;

* Overlap(G, H): (O) images of G and H overlap, e.g., national parks and lakes
overlap each other.

Further, operations over spatial granularities have been proposed. They may be
used to create new granularities from already defined ones. For example, if we have a
granularity Provinces representing provinces, we may create automatically the granu-
larity Regions representing regions by grouping appropriately granules of Provinces.
In other cases, we may want to create a new granularity selecting only some granules
of a given granularity.

Considering application-driven requests and users’ requirements, the following op-
erations over spatial granularities have been defined:

* Grouping(G, P) creates a new granularity grouping granules of G accord-
ingly to one their partition P. For example, a new granularity partitioning a city
in three granules representing rich, middle class, and poor quarters can be ob-
tained grouping together quarters accordingly to a user-defined partition based
on population wealth;

* Combine(G, H) groups together granules of G included in one granule of H,
e.g., European parks can be grouped together with respect the nation they belong
to;

* Subset(G, S) selects only granules of GG belonging to the set .S, e.g., from the
European nations only those that do not touch any sea can be selected;

* SelectInside(G, H) selects only granules of G that are contained in a granule
of H, e.g., we can select only those national parks belonging to a single province;

* SelectContain(G, H) selects only granules of G that contain at least one gran-
ule of H, e.g., given the granularity representing nuclear plants, we can select
only those provinces having at least one plant;

¢ SelectIntersect(G, H) selects only granules of G that intersect at least one
granule of H, e.g., from provinces we can obtain only those overlapping national
parks;

* Union(G, H) creates a new granularity containing all granules of G and H
(eventually deleting from the granules of H the extents already contained in ),
e.g., we can obtain all parks by joining national, regional, and municipal parks;

* Intersect(G, H) creates a new granularity containing only granules represent-
ing intersections of one granule of G with one of H, e.g., we can refine national
parks dividing them with respect to provinces;

 Difference(G, H) creates a new granularity obtained from G by deleting those
areas covered also by some granules of H, e.g., we can obtain only terrestrial
extent of provinces by deleting from them the lakes.

3.3 Spatio-temporal Granularities

A spatio-temporal granularity represents the evolution over time of a spatial granularity
(see Figure 2). A spatio-temporal granularity has two components. The former is a
temporal granularity, {G, that aggregates time points, while the latter is a mapping
(called spatial evolution) that associates to each time point ¢ the spatial granularity
valid on it.



Definition 3.3 (Spatial evolution). Let T' be a (possibly infinite) temporal domain and
GF = {sG}, a set of spatial granularities with the same edge label set and repre-
senting the same spatial relations. A spatial evolution F is a mapping from T to GF
such that:

3t17t2 €Tty <ts: Vit € [tl,tg] : dsG € GF . E(t) = sGy,

i.e., given a temporal point t between a lower t1 and upper bound to, E(t) provides
the spatial granularity valid on t. Given a spatial node label j, E(t)(j) represents the
spatial granule j valid at point t.

Lower and upper bounds in the evolution definition allow one to represent finite
evolutions. However, it is possible to represent infinite evolutions by using infinite
bounds.

Definition 3.4 (Spatio-temporal granularity). Let tG be a temporal granularity and
E a spatial evolution both over domain T. A spatio-temporal granularity stG is a
pair (tG, E). Moreover, given a temporal granule index i and a spatial node label j,
stG(i,j) = {E(t)(J) }ies6i) IS the spatio-temporal granule representing the evolution
of spatial granule j during the temporal granule 1.

Also for spatio-temporal granularities some relations and operations have been de-
fined. In both cases, the spatial definitions have been extended to the spatio-temporal
context by adding a temporal dimension.

Formally, the following Boolean functions summarise the type of properties a user
can be interested to check over spatio-temporal granularities, considering in particular
their spatial part (the temporal part will be considered later by introducing temporal
quantifiers):

* GranuleRel(stG, S1, Sa, R) checks whether a given spatial relation R (e.g.,
North) exists between two given spatial granules S; and S5 of stG;

* Belongs(stG, S) checks whether a given spatial granule S belongs to spatial
granularities in stG}

* R(stG, stH) checks whether the spatial granularities stored in spatio-temporal
granularities stG and st H are related by the relationship R (e.g., GroupsInto).

All these functions check spatial relationships. Hence, now these spatial relations
have to be combined with time. To do that the “always” and “sometimes” temporal
quantifiers are used. These quantifiers, together with spatial reasoning, allow to repre-
sent concepts similar to “spatial relation R is always valid” or “exists a time in which
spatial relation S is valid”. Considering time, the framework represent two levels:
point level and granule level. At both levels always (V) and exists (J) operators can
be applied. Since the granule level is always considered before the point level, we ob-
tain four quantifiers: “for each granule—for each instant” (VV), “for each granule—exists
an instant” (V3), “exists a granule—for each instant” (3V), “exists a granule—exists an
instant” (33). Combining these quantifiers with spatial relationships we obtain spatio-
temporal relationships as, for example, V3GranuleRel (i.e., for each granule exists
an instant in which GranuleRel holds).

To better understand, let us consider an example. Epidemiologists may want to
know whether every year there exists time points during which spatial granularity
representing bird migration areas intersects the granularity representing administra-
tive regions where Psittacosis (an infectious disease that is spread by birds) [9] cases



have been surveyed. This issue can be addressed by the relation V3Overlap (A4, B)
where B = Psittacosisgegion—vear i the spatio-temporal granularity based on years
representing regions where Psittacosis cases have been surveyed and A is the spatio-
temporal granularity BirdMigrregion—vear based on years representing bird migration
regions.

A similar extension has been defined for spatio-temporal operations. Spatio-tempo-
ral operations apply the original spatial operations to each spatial granularity recorded
in a given spatio-temporal granularity. Spatio-temporal operations allow one to com-
pute, for example, grouping, union, and selection by containment over spatio-temporal
granularities. For example, we can calculate the granularity representing, instant by
instant, African countries intersecting areas where cholera cases have been surveyed.

For example, stSubset(stG,S), where S is a set of spatial node labels, returns a
spatio-temporal granularity where, at every instant ¢, the associated spatial granularity
is obtained from the one valid at time ¢ in stG selecting only granules whose label
belongs to S.

Formally, let (Oper) be an unary operation over spatial granularities requiring a
set of (possibly empty) parameters Par. The corresponding operation over spatio-
temporal granularities, stG’ = st(Oper)(stG, Par), is defined such that, for each
instant ¢, stG'.E(t) = (Oper)(stG.E(t), Par). In other words, st(Oper) applies
the original spatial operation (Oper) to each spatial granularity recorded in the spatio-
temporal one.

A similar extension can be defined for binary operations.

4 The Inference System

In this section we present our inference system for relationships between spatial, tem-
poral, and spatio-temporal granularities.

In the next subsections, we will discuss the system for spatial granularities. We
will present the semantics of our system, the inference rules, and we will prove that the
system is sound and complete.

The ideas we used for studying the inference systems are the same for the three
kinds of granularities (i.e., temporal, spatial, and spatio-temporal granularities). Thus,
we will discuss only the system for spatial granularities. Temporal and spatio-temporal
systems are briefly discussed in Section 4.6, in which we present features distinguish-
ing them from the spatial one.

4.1 Basic Ideas

Given a set R of relationships between spatial granularities over a set G of granularities,
the inference system automatically infers all other relationships definitely valid over G.
In other words, it propagates the given constraints.

The inference system does not know the actual definition of the granularities over
which it will operate (i.e., their graphs, granules, and granules extent), it knows only
some relationships between them. In other words, the system works on an abstraction
of the real granularities contained in the database. This abstraction does not consider
the low level representation of the granularities, i.e., granules, extents, and graphs, but
only the properties, the relationships of the granularities. Thus, the system is not able
to compute a truth value for each possible relationship between two given granularities,
but only for someones. In some cases, nothing can be decided about some relationships.



We studied several kinds of rules for answering to the following questions.
* Are relationships reflexive?

* Knowing that R(G, H) is valid, what other relationships must be valid between
G and H?

* Knowing that R(G, H) is valid, what other relationships must be valid between
H and G?

* What other relationships can be inferred between G and H knowing that R; and
R are both valid between them?

* Is it possible to concatenate the relationships? In other words, knowing that
R1(G1,G2) and Ry (G2, G3) are valid, what can we infer about G and G3?

Note that, assuming R; and Ry are the same relationship, we study also the
transitivity of the relationships.

Rules in proposed inference system allow only premises composed either by one
relationship or by a conjunction of relationships. While the conclusion of rules must
be just one relationship. Disjunctions, in premises and conclusions, are not permitted.

The proposed inference system does not infer only relationships that definitely hold
on the considered set of granularities, it returns also the set of relationships that surely
do not hold (assuming that considered granularities are not equivalent). We denote that
arelationship R(G, H) does not hold with =R(G, H).

Besides relationships presented in Section 3, we consider also the equivalence rela-
tionship. We say that two granularities are equivalent, G ~ H, if both contain exactly
the same granules with the same extents, without regard to their labels, i.e. for each
granule of G, there exists a granule in H with the same spatial extent and vice versa.
Equivalence is important because if two granularities are equivalent all relationships
hold between them. In other words, the equivalence relationship implies any other
relationships. Thus, it is important to note that in our inference system all rules con-
cluding that a relationship cannot be valid assume that considered granularities are not
equivalent.

Thus, for example, if Groupsinto(G,H) is in the given relationships set, the
system infers that also CoveredBy(H,G) must be valid. Moreover, if also -G =~
H is in the set, the system infers that SubGranularity(G, H) cannot be true, i.e.,
—SubGranularity(G, H).

The inference system is based on the application of the set of rules on a starting set
of relationships. This set can be obtained also by analysing how the granularities we
are interested in have been created. Knowing which operation has been used to define a
granularity (see Section 3), we can infer some relationships between it and the operand
granularities. However, these rules are not really part of the inference system because
they do not infer relationships from other relationships. These rules can be considered
as the first and starting point for the application of the inference system. For example,
if G’ = SelectInside(G1, G2) we can deduce that G; groups into G’ and that G’ is
finer than both G and G>.

Inference rules from operations used to define spatial granularities are depicted in
Tables 6 and 7.
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4.2 Semantics of Relationships Between Granularities

As we said in the previous section, the inference system is theoretically based on an
abstraction of our frameworks for granularities. In this model only relationships are
important, while it does not regard how granularities are defined. In this section we
present this abstract model and its semantics. Moreover we show that this abstraction
in consistent with our theoretical framework.

Definition 4.1. A spatial granularity model is a pair W, R), where W is a non-empty
set of worlds and R is a set of binary relationships over VV.

Given a model M and an interpretation A on it that maps each label representing
a granularity to a world in VW, validity of relationships between spatial granularities is
represented by the smallest relation, F**, satisfying the following constraints (where
I" represents a set of relationships) that represent the general system behaviour:

EMA R(GY, Ga) iff  R(A(G1),M\(G2)) €R
EMA SR(G, Ga) iff  R(A(G1),\(G2)) ¢ R
— EMAR(GL,Gy) AT iff  EMA R(Gy,Gy) and FMAT
~ TEMAR(GY,Go) ifft ~ EMA T implies FM* R(G1, Go)

and the constraints in Figures 3 and 4 that represent the behaviour with respect to
relationships between granularities, which semantics is the one informally presented in
Section 3. For example, the (DR) constraint imposes that if in the model D(G1, G2) is
valid, then in the model also ~R(G1, G2) must be valid for each spatial relationship R.
On the other hand, (EGI) says that when GI(G1, G2) is valid in the model then also
CB(G4,Gy) is valid.

Now, we show that this model is sound, that is, that each assertion on it is true
also in the theoretical model for spatial granularities. We remark that this is needed in
order to show that the abstraction over which the inference system is based is a “good”
abstraction, i.e., it respects the proposed framework.

Proposition 4.1. The proposed model, and its semantics, for the inference system over
spatial granularities is sound.

Proof. We have to show that each property in Figures 3 and 4 is valid also in the
theoretical framework for spatial granularities. We present just some cases while the
other ones are analogous.

(trans) We need to prove that GroupsInto, FinerThan, SubGranularity,
Partition, and CoveredBy are transitive also in our framework. Let
us consider GroupsInto relationship and let G1, G5, and G3 such that
G, groups into G2 and G4 groups into G'3. Thus, by the definition of
GroupsInto, each granule of G is equal to the union of a set of gran-
ules of GG1, and each granule of Gz is equal to the union of a set of
granules of GG5. Since, each granule of G5 is the union of granules in G5
and each of these is in turn equal to the union of some granules of G,
then we can conclude that each granule of G5 is equal to the union of
some granules in G1. Thus, G groups into G's.

The treatment of FinerThan, SubGranularity, Partition, and Cov-
eredBy is very similar.

(refl) We need to show that GroupsInto, FinerThan, SubGranularity,
Partition, and Covered By are reflexive. Let us consider GroupsInto

11



relationship and let G a spatial granularity. Obviously, each granule of
G is equal to union of the singleton made up of just itself, thus G groups
into itself, i.e., GroupsInto(G, G).

The treatment of FinerThan, SubGranularity, Partition, and Cov-
eredBy is very similar.

(antirefl) We need to show that Disjoint, Overlap are antireflexive. Let us con-
sider Disjoint and let G a spatial granularity. Obviously the image of
G cannot be disjoint by itself, thus G cannot be disjoint by itself, i.e.,
—Disjoint(G, G).

The treatment of Overlap is very similar.

(antisymm) We need to show that GroupsInto, FinerThan, SubGranularity,
and Partition are antisymmetric. Let us consider GroupsInto rela-
tionship and let G; and G5 two spatial granularities such that G; groups
into G5 and G groups into G;. Each granule ¢g; of G is equal to the
union of a set Sy of granules of G2, and, in turn, each granule g5 in this
set is equal to the union of a set S7 of granules in G;. But, Sy and Sy
must be the singletons containing just g and g; respectively, otherwise
g1 would be equal to the union of other granules in G'1, that it is not pos-
sible since granules in a granularity cannot intersect each other. Thus,
each granule g; in G; must be equal to a granule g» in G2. Repeating
the same argument starting from granules in G2, we obtain that G; and
(G2 must contain the same granules, i.e., they are equivalent.

The treatment of FinerT han, SubGranularity, and Partition is very
similar.

O

4.3 Inference System

Tables from 1 to 7 present, in tabular form, the rules of the inference system for spatial
granularities. These rules answer to questions reported in Section 4.1. We remind
that all rules concluding the non validity of a relationship have also the premise that
considered granularities are not equivalent, otherwise all relationships hold obviously
between them.

In these tables, the v'symbol means that the corresponding relationship can be in-
ferred, the x symbol means that the relationship does not hold, and, finally, the - symbol
means that nothing can be decided about that relationship.

In particular, Table 1 tell us which other relationships between G and H can be
inferred from a relationship R(G, H). Rules in Table 2 infer relationships between H
and G starting from R(G, H). Table 3 contains rules inferring from a pair of relation-
ships Ry (G, H) and Ro(G, H). Finally, tables 4 and 5 represent the composition rules
for relationships between spatial granularities.

The antisymmetry of relationships is stated, as a special case, by Table 2, while
transitivity is a special case of the relationship concatenation studied in tables 4 and 5.

Besides rules in these tables the inference system includes also rules stating the
reflexivity

A FR(G,G)
Re{GI,FT,SG,P,CB}
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and antireflexivity
/\ ¥ RGG)
Re{D,0O}

Moreover, the system needs also some rules for describing the behaviour of equiv-
alence (where the meaning of R is not specified it may be any relationship we intro-
duced):

GG
e GrHFH=G

G1%G2/\G2%G3FG1%G3

* Nretcrrrsc.popy -G~ HE R(G H)
hd R(Gl, GQ) AN Gl ~ G3 F R(G57 G2)

* R(G1,G2) NGy = Gy + R(Gy,G3)

The first three rules state reflexivity, symmetry, and transitivity of equivalence, respec-
tively. The fourth rule states that equivalence implies any other relationship, while last
two rules state the monotonicity of equivalence with respect to all other relationships.
When the set of relationships the system is considering contains both a relationship
and its negation, the set is said to be inconsistent and the system infers the special
symbol L,ie., R(G,H)AN-R(G,H)}F L.
Finally, we introduce the RA A rule representing the reductio ad absurdum.

[~R(G, H)]

L

R(G, H)

When a derivation that includes —R(G, H) reaches a contradiction, the system can
infer that R(G, H) must hold.

This rule is suitable for our inference system because all relationships are Boolean
and each relationship has for sure a truth value, i.e. either R(G, H) or ~R(G, H) must
be true. This rule is based on the notion of discharged assumption that is standard in
Natural Deduction [3] proof systems. The relationship —R(G, H) is discharged during
the rule application.

Note that by using RAA we can obtain contrapositives of the other rules. For
example, from a rule of the form R(G1, H1) F R(G2, H3) we can obtain the equivalent
rule “R(G3, Ha) F = R(G1, Hy) with the following proof:

[-=R(G1, H1)]> [-R(G1, H1)]'

S S
R(Gy, H))
R(Go, Ho) ~R(Go, H»)
L 2
—R(Gy, Hy)

Contraposition allows us, for example, to obtain from rules in the inference system
that if G is not covered by H, then G is not finer than H.
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With very similar proofs, from rules like Ry (G1, H1) AR2(G2, H2) F R3(Gs, H3)
we can obtain equivalent rules R;(G1, Hy) A —R3(Gs, H3) F —Ro(Go, Hs) and
Ry(G2, H2) A= R3(Gs, H3) F =Ry (G4, Hy). In this cases contraposition allows us to
obtain for example from the antisymmetry rule -G ~ H A GI(G,H) - -GI(H, G)
the rule GI(G, H) A GI(H,G) + G =~ H, i.e., if a granularity G groups into H and
vice versa then G and H are equivalent.

Finally, also the contrapositive of RAA can be obtained in the same way.

4.4 Soundness and Completeness of Inference System

In this section we study soundness and completeness of proposed inference system for
spatial granularities.

Theorem 4.1 (Soundness). The proposed inference system for spatial granularities is
sound, i.e. R F R(G, H) implies R FM* R(G, H) for every model M and every
interpretation .

Proof. The proof is by induction on the structure of the derivation of R(G, H). The
base case is when R(G, H) € R and is trivial. Due to the similarity of inference rules
and semantics, the proof that all rules are sound is trivial. The only interesting case is
the application of RAA.

R [~R(G, H)|

L

R(G,H)

Let R; be R U {-R(G, H)}. By the induction hypothesis, R; E** L for every
model M and every interpretation A. Now, consider an arbitrary model M and an
arbitrary interpretation \, we assume F** R and prove FM* R(G, H). Since EMA
L, by the induction hypothesis we obtain #* R, that, given the assumption F0A
R leads to #MA —R(G, H). Thus, since a model associates a truth value to each
relationship, EM* R(G, H). O

Now, we prove the completeness of the proposed inference system for spatial gran-
ularities.

Definition 4.2 (Consistency). A set R of relationships between granularities is said to
be consistent if R ¥ L. It is said inconsistent otherwise.

Proposition 4.2. Let R be a consistent set of relationships between granularities. For
each relationship R(G1, Gs2), either RU{ R(G1, G2)} is consistent or RU{—~R(G1, G2)}
is consistent.

Proof. Let us suppose that R U {R(G1,G2)} and R U {—R(G1,G2)} are both in-
consistent. Thus, R U {R(G1,G2)} - L and R U {-R(G1,G2)} + L. By using
RAA, we obtain that R + -R(G1,G2) and R + R(G1,G2) then R is inconsistent
(contradiction). O

Let R be a maximally consistent set of relationships between granularities. With
G™ we denote the set of constants, representing granularities, occurring in R.

Definition 4.3 (Maximal consistency). A set R of relationships between granularities
is maximally consistent with respect to a set of granularities G iff the following two
conditions hold:
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1. R is consistent;

2. for each relationship R(G1,Gs) with G1,Gy € G, either R(G1,G2) € R or
_‘R(Gl, Gg) eR.

Lemma 4.1. Each set R of relationships between granularities can be extended to R*,
a maximally consistent set with respect to G,

Proof. Let r1,79,... be an enumeration of all possible relationships, and their nega-
tion, over G*.

We iteratively build a sequence of consistent sets of relationships by defining Ry =
‘R and

R R; if R; U{r;1+1} is inconsistent
H17Y R U {riv1} if R; U{r;3+1} is consistent

We define R* = (J;~, Ri. Now we prove that R* is maximally consistent.

1. First we prove consistency. Suppose that R* is inconsistent, then it exists ¢ such
that R;_; is consistent while R; is inconsistent. Of course, it is not possible that
R; is inconsistent since it has been built from R;_; adding r; only if it remain
consistent. Thus, R* is consistent.

2. We prove now the maximality. Suppose R* is not maximal, thus there exists
R(G1,Gz) suchthat R(G1,G2) ¢ R* and = R(G1, G2) ¢ R*. There exist ¢ and
j such that R(G1,G2) = r; and ~R(G1,G2) = r;. Let us suppose that i < j
(the other case is symmetric). Since R(G1,G2) ¢ R* we know that R;_; U{r;}
is inconsistent, thus also R;_; U {r;} it is (since i < j, ‘R;—1 includes at least
Ri—1). By the Proposition 4.2 we can conclude that R;_; U {r;} = R; must be
consistent and thus r; = =R(G1, G2) € R* (contradiction).

O

Definition 4.4. Let R be a maximally consistent set of relationships between granu-
larities. Let G be the set of constants, representing granularities, occurring in R. We
define the binary relation =~ over G™ such that for each G1,Go € G®, G1 =% G,
l:]j[Gl =~ G2 € R.

Proposition 4.3. Given R a maximally consistent set of relationships between granu-

larities, =™ is an equivalence relation.

Proof. 1t is trivial by the rules stating reflexivity, symmetry, transitivity, and mono-
tonicity of equivalence relationship. O

In the following we will use the notation [G]® to indicate the equivalence class
containing the constant G, i.e.

[G)* ={H |G =" H}

Definition 4.5. Let R be a maximally consistent set of relationships between granu-
larities. We define the canonical model M = (W, X)) as follows:

* W={GI*|GeGrY
o ) = {R(Gl,Gg) € R}
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We define the canonical interpretation A : G® — W such that \(G) = [G]|* for each
G e G

Proposition 4.4. Given R a maximally consistent set of relationships between granu-
larities, its canonical model M is a Kripke model for our inference system.

Proof. We have to prove that the model respects properties stated in the semantics of
the relationships between spatial granularities. We will show only some cases, the other
ones are similar.

(Trans) Suppose there exist three worlds Wi, Wh, W35 € W such that
R(Wl,WQ) € XY and R(W27 Wg) € X, but R(Wl, Wg) ¢ XY (with R €
{GI,FT,SG, P,CB}). Thus, there exist three labels G1,G2,G5 €
G™R such that )\(Gl) =Wy, )\(Gg) = W, )\(Gg) = Ws, R(Gl, Gg) €
R, and R(Gs,G3) € R, but R(G1,G3) ¢ R. Thus, by the maximality
of R, =R(G1,G3) € R. But this leads to the inconsistency of R, given
that from R(G1, G2) and R(G2, G3) we can derive R(G1, G3) in R and
thus L.

(Refl) Suppose there exists a world Wy € W such that ROW;, W) ¢ X (with
R € {GI,FT,SG, P,CB}). Thus, there exists a label G; € G™ such
that A(G1) = Wy and R(G1,G1) ¢ R By the maximality of R, we
know that ~R(G1, G1) € R. This leads to the inconsistency of R, given
that in R we can derive R(G1, G1) and then L.

(Antirefl) Suppose there exists a world Wy € W such that DOV, W;) € X
or OOW;,W;) € X. Thus, there exists a label G; € G™ such that
AMG1) = Wy and D(G1,G1) € R or O(G1,G1) € R. This leads to
the inconsistency of R, given that in R we can derive ~D(G1, G1) and
-0O(G1,G1) and then L.

(Antisymm) Suppose there exist two worlds Wy, W, € W such that R(OWy, Ws) €
Y and RWs, W) € X, but Wy and W, are different (with R €
{GI,FT,SG, P}). Thus, there exist two labels G, G € G™ such that
/\(Gl) = Wi, )\(GQ) =W, R(G1, GQ) € R, and R(GQ, G1) € R, but
G1 = G ¢ R. By the maximality of R, -G ~ G5 € R. This leads
to the inconsistency of R applying the rule R(G1,G2) A =G1 = G2
-R(G2,Gh).

O

Lemma 4.2. Let R be a maximally consistent set of relationships between granulari-
ties, R F R(G1, G2) iff R(G1,G2) € R.

Proof.
(<) If R(G1,G3) € R then trivially R - R(G1, Ga).

(=) Suppose R(G1,G2) ¢ R, thus, by the maximality of R, ~R(G1,G2) € R and
R F —R(G1,G2). This leads to the inconsistency of R since, by hypothesis,
R+ R(G1, Gs). Contradiction.

O
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Lemma 4.3. Let R be a maximally consistent set of relationships between granulari-
ties, M its canonical model, and X the canonical interpretation. Then, R(G1,G2) € R
iff R EMA R(Gy, Gy).

Proof.
(=) if R(G1,G5) € R and M2 R then trivially FM* R(Gy, G»).

(<=) By hypothesis R M R(G1, G2). Suppose R(G1,G2) ¢ R. By the maximal-
ity of R, “R(G1,G2) € R, hence R EM* =R(Gy,G5), and then R EMA |
(contradiction).

O

Theorem 4.2 (Completeness). The inference system for relationships between spatial
granularities is complete, i.e., if R ¥ R(G1,G>) then there exist a model M and an
interpretation \ such that R M R(G1, Ga).

Proof. If R ¥ R(G1,G3) then R U {=R(G1,G2)} is consistent, otherwise R U
{-R(G1,G2)} F L and hence (by RAA) R - R(G1,G2). R U {-R(G1,G2)}
can be extended to a maximally consistent set R*. Let M be its canonical model and A
its canonical interpretation. R* FMA —R(G1, Gy) thus R* EMA R(G4, G). Then
we can conclude that R #M R(Gy, Go). O

4.5 Example

To better understand the proposed system, let us consider an example about spatial
granularities. Let A, B, and C three spatial granularities. About them we know only
that A is a subgranularity of B and groups into C, and that B is finer than C. By
just using these three information the inference system deduce, by applying the con-
catenation rule to SubGranularity(A, B) and FinerThan(B, C) that also A is finer
than C. Thus, since A groups into and is finer than C, A partitions C'. Moreover,
by applying rules reported in Tables 1 and 2 the inference system deduces also that
the granularities are all covered by each other, i.e., they have the same image. Fi-
nally, applying again rules in Table 2 to relationships SubGranularity(A, B) and
CoveredBy(B, A), the inference system discovers that A and B are equivalent, i.e.,
they have the same granules eventually with different labels. Thus, of course, also B
partitions C.

4.6 The temporal and spatio-temporal inference systems

In the previous section we presented the inference system for spatial granularities and
we proved its soundness and completeness. Notions and proofs about the inference sys-
tem for temporal granularities are very similar to the spatial ones and can be obtained
from them just knowing that in the temporal case:

e CoveredBy, Disjoint, and Overlap relationships are not considered;

¢ the GroupsPeriodicallyInto relationship is added, but it is just a special case
of the GroupsInto;,

* the equivalence relationship is replaced by Shi ft Equivalent.
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Table 8 describes which relationships between G and H can be inferred from a
relationship R(G, H). Rules in Table 9 infer relationships between H and G starting
from R(G, H). Table 10 contains rules inferring from a pair of relationships R, (G, H)
and Ry(G, H). Finally, Table 11 represents the composition rules for relationships
between temporal granularities. Finally, tables 12 and 13 infer relationships knowing
which operations have been used to define temporal granularities.

On the other hand, the spatio-temporal case is slightly different thus we briefly
detail this case.

A spatio-temporal granularity represents the evolution over time points (aggregated
by a temporal granularity) of spatial granularities. Thus, the inference system for
spatio-temporal granularities has to manage both temporal and spatial granularities and
adds some new ad-hoc rules over spatio-temporal granularities. For the same reason, a
model for spatio-temporal granularities contains spatial, temporal, and spatio-temporal
granularities; thus, its semantics extends the semantics of spatial and temporal granu-
larities models and add the new constraints depicted in figures 6 and 7.

We remind that a spatio-temporal relationship is made up of four parts:

* atemporal quantifier () composed by a quantification on time granules and one
on time points;

« the spatial relationship R that is temporally quantified by Q;
* two spatio-temporal granularities compared by the relationship.

Rules we studied answer to the same questions used for spatial and temporal gran-
ularities (see Section 4.1). As for the other inference systems, also in this case each
rule has a premise that can be a conjunction of spatial, temporal, and spatio-temporal
relationships, and one conclusion that is a spatio-temporal relationship.

These rules specify which quantifier can be inferred in the conclusion relationship
while the spatial relationship is obtained applying the inference system for the spatial
granularities.

Note that, premises of spatio-temporal rules include also the temporal relationship
between the temporal granularities of the involved spatio-temporal granularities, be-
cause the quantifier in the conclusion relationship depends also by it.

Tables 14 and 15 contain rules inferring relationships between stG and st H starting
from a relationship QR(stG, st H) and the relationships between the temporal granu-
larities involved in stG and stH. Rules in Table 16 infer relationships between st H
and stG starting from a relationship QR(stG, stH). Tables from 18 to 26 represent
concatenation table for spatio-temporal relationships.

For example, from Table 16 we can conclude that from V3R(stG, stH) we may
infer 33R/(stH, stG) if the temporal granularity of stG is a subgranularity of the one
of stH, where R’ is such that in the spatial inference system R(G, H) - R'(H, G).

As in spatial and temporal inference systems, the spatio-temporal system needs
some auxiliary rules. Table 27 describes when it is possible to infer L, i.e., a contra-
diction. Temporal quantification introduces uncertainty (e.g., in 3I3GI(G, H) we do
not know the exact time point in which GroupsInto relationship hold) and this un-
certainty influences inference rules. For example, from IVR(G, H) and IV-R(G, H)
we cannot infer L since the two considered temporal granules may be different. But
we can do that from WR(G, H) and 33-R(G, H). Table 27 shows the quantifiers
combinations that allow the system to infer a contradiction.
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Considering the RAA rule for spatio-temporal granularities, its trivial formulation

would be
QR(stG, stH)

L
-QR(stG, stH)

However, since our framework for spatio-temporal granularities does not allow to
put a negation before the quantifiers, but only to quantify a negation of a relationship,
we always rewrite —() by using the usual translations for which V = —-3—and 4 =
—V—. Table 28 summarises the RAA rule for spatio-temporal granularities.

Since spatio-temporal relationships are a temporally quantified version of spatial
relationships, we remind that in any case the inference system from any relationship
QR(stG, stH) can infer QR' (stG, st H) where R’ is such that R(G, H) - R'(G, H)
in the spatial inference system.

We say that two spatio-temporal granularities are equivalent, stG =~ stH iff they
are based on the same temporal granularity and VW ~ (stG, stH)). Note that equiv-
alence of spatial granularities can be treated like all other spatial relationships, thus
reflexivity, symmetry, and transitivity in the spatio-temporal case follow from spatial
and spatio-temporal rules. Thus, we have just to specify the monotonicity rules:

* QR(stGy,stGa) A stGy =~ stGs F QR(stG3, stGa)
° QR(StGl, StGQ) N StGQ ~ StGg F QR(StGl, StGg)

Considering, changes and considerations described in this section, soundness and
completeness proofs for spatio-temporal inference system is similar to those for spatial
and temporal inference systems.

5 Conclusions and Future Work

In this paper we proposed an inference system that allows one to obtain the set of
relationships valid surely between a set of temporal, spatial, and spatio-temporal gran-
ularities starting from a set of already assumed valid relationships. The system has been
proved to be sound (all the inferred relationships are surely valid) and complete (the
system infers all the relationships definitely valid). Moreover, we proved also that the
model on which the system is based is consistent with the frameworks for granularities
proposed in previous papers [5, 11]. The system allows also to deduce which relation-
ships are valid between a granularity and the granularities used to create it through the
operations defined in the frameworks. These rules allow to build a starting set of rela-
tionships, between the granularities we are interested in, on which the inference system
can be applied.

As for future work we want to implement the inference system (along the procedure
for deciding the validity of relationships), extending our proposal for a database able
to manage granularities with inference capabilities.

References

[1] J. F. Allen. Maintaining knowledge about temporal intervals. Commun. ACM,
26(11):832-843, 1983.

19



(2]

(3]

(4]

(5]

(6]

(7]

(8]

[9]

[10]

S. Badaloni and M. Giacomin. A fuzzy extension of Allen‘s interval algebra. In
E. Lamma and P. Mello, editors, AI*IA 99:Advances in Artificial Intelligence,,
volume 1792 of LNCS, pages 155—-165, Bologna, Italy, Sept. 1999. Springer.

J. Barwise. Language, Proof and Logic. Center for the Study of Language and
Inf, City, 2002.

A. Belussi, C. Combi, and G. Pozzani. Towards a formal framework for spatio-
temporal granularities. In Proceedings of the 15th International Symposium on
Temporal Representation and Reasoning, TIME 2008, pages 49-53, Montréal,
Canada, June 2008. IEEE Computer Society.

A. Belussi, C. Combi, and G. Pozzani. Formal and conceptual modeling of
spatio-temporal granularities. In B. C. Desai, D. Sacca, and S. Greco, editors,
Proceedings of the International Database Engineering and Applications Sympo-
sium, IDEAS 2009, pages 275-283, Cetraro, Calabria, Italy, Sept. 2009. ACM.

C. Bettini, C. E. Dyreson, W. S. Evans, R. T. Snodgrass, and X. S. Wang. A
glossary of time granularity concepts. LNCS, 1399:406—413, 1998.

C. Bettini, X. S. Wang, and S. Jajodia. A general framework for time granularity
and its application to temporal reasoning. Ann Math Artif Intel, 22(1-2):29-58,
1998.

T. Bittner. Reasoning about spatio-temporal relations at different levels of granu-
larity. In F. van Harmelen, editor, Proceedings of the 15th Eureopean Conference
on Artificial Intelligence, ECAI’2002, pages 317-321, Lyon, France, 2002. 10S
Press.

Centers for Disease Control and Prevention. Disease listing. URL:
http://www.cdc.gov/ncidod/dbmd/diseaseinfo/.

C. Freksa. Temporal reasoning based on semi-intervals. Artif. Intell., 54(1-
2):199-227, 1992.

P. Ning, X. S. Wang, and S. Jajodia. An algebraic representation of calendars.
Ann. Math. Artif. Intel., 36(1-2):5-38, 2002.

D. A. Randell, Z. Cui, and A. G. Cohn. A spatial logic based on regions and
connection. In KR, pages 165-176, 1992.

A. P. Sistla and C. T. Yu. Reasoning about qualitative spatial relationships. J.
Autom. Reasoning, 25(4):291-328, 2000.

J. Stell and M. Worboys. Stratified map spaces: a formal basis for multi-resolution
spatial databases. In T. Poiker and N. Chrisman, editors, Proceedings of 8th In-
ternational Symposium on Spatial Data Handling, pages 180—189, Canada, 1998.

M. Vasardani and M. J. Egenhofer. Single-holed regions: Their relations and in-
ferences. In T. J. Cova, H. J. Miller, K. Beard, A. U. Frank, and M. F. Good-
child, editors, Geographic Information Science, 5th International Conference,
GliScience 2008., volume 5266 of LNCS, pages 337-353, Park City, UT, USA,
23-26 2008. Springer.

20



[16]

[17]

X. S. Wang, C. Bettini, A. Brodsky, and S. Jajodia. Logical design for temporal
databases with multiple granularities. ACM Transactions on Database Systems,
22(2):115-170, June 1997.

S. Wiebrock, L. Wittenburg, U. Schmid, and F. Wysotzki. Inference and visual-
ization of spatial relations. In C. Freksa, W. Brauer, C. Habel, and K. F. Wender,
editors, Spatial Cognition II, Integrating Abstract Theories, Empirical Studies,
Formal Methods, and Practical Applications, volume 1849 of Lecture Notes in
Computer Science, pages 212-224. Springer, 2000.

21



A Semantics of Temporal and Spatio-temporal Granu-

larities
A R(G1,G2) A R(G2,Gs) EM* R(G1, G3) (trans)
Re{GI,FT,SG,P,CB}
FMYR(G,G) (refl)
Re{GI,FT,SG,P,CB}

/\ EMA SR(G,G) (antirefl)

Re{D,0}
/\  R(G1,G2) M R(Gs,Gh) (symm O/D)

Re{D,0}
R(G1,G2) A R(G2,G1) EM? G = G (antisymm)
Re{GI,FT,SG,P}

P(Gh1,Go) EM GI(Gy, Go) (EP1)
P(Gy1,Gs) EM? FT(G1, Ga) (EP2)
GI(G1,G2) A FT(G1,Gs) EM? P(G1,Go) (IP)
N .D(G1,G2) F*" =R(G1,G2) (DR)

Re{GI,FT,SG,P,CB,0}
A O(G1,Ga) EM? =R(Gy, G2) (OR)

Re{GI,FT,SG,P,CB,D}
FT(G1,Ga) EM? CB(G1, Go) (EFT)
SG(Gh,G) EMY FT(G1, Gy) (ESG1)
GI(G1,G2) EM? OB(G2,Gh) (EGI)
SG(G1,Gs) EM? GI(Ga, Gy) (ESG2)
GI(G1,Gs) ACB(G1,Ga) EMY FT(Gh,Ga) (IFT)
CB(G1,G2) A CB(Ga,G3) EM* CB(Gy, Gs) (concl)
CB(G1,G2) A D(Ga,G3) EM* D(G1, Gs) (conc2)
GI(G1,G2) A D(Ga,Gs) EM* =CB(G1, Gs) (conc3)
D(Gh1,G2) A CB(Gz,Gs) EM? =GI(G1, Gs) (conc4)
GI(Gy,G2) A O(Ga, Gs) EM? —=FT(G1, G3) (conc5)
GI(G1,G2) A O(G2,G3) EM? =D(G1, Gs) (conc6)
P(G1,G2) A O(Ga, G3) EM™ O(G1, Gs) (conc7)
D(G41,G2) A O(Gz, Gs) EM? =GI(G1, Gs) (conc8)
O(G1,G2) A GI(Ga,Gs) EM* =FT(G1, G3) (conc9)
O(G1,G2) A P(Ga, G3) MY O(G1, Gs) (conc10)
O(G1,G2) A D(G2,G3) EM? =FT(G1,G3) (concl1)
O(G1,G2) A CB(Ga, Gs) EM =GI(G, G3) (conc12)
O(G1,G2) A CB(Ga,Gs) EM* =D(G1, G3) (conc13)

Figure 3: Semantics of spatial relationships. First part.
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GI(G1,Gs) A SG(G1,Ga) M Gy ~ Ga
SG(G1,Ga2) ACB(G2,G1) EM? Gy ~ Ga
G~ Gy NGy~ Gs EM Gy~ Gs
e~ a
G~ G M Gy m &y

G1 =~ Gy M R(Gy, Ga)
Re{GI,FT,SG,P,CB}

R(G1,G2) A G1 = G3 FM R(G3, G2)
R(G1,G2) A G2 = G3 EM™ R(G1,Gs)

Figure 4: Semantics of spatial relationships. Second part.

A R(G1,G2) A R(Ga, Gs) ™ R(Gh, Gs)

Re{GI,FT,SG,P,GPI,SE}
A EMYRG,G)
Re{GI,FT,SG,P,GPI,SE}
SE(G1,G) EM SE(G2,Gh)

N R(G1,G2) A R(G2,G1) EM? Gy ~ Gs
Re{GI,FT,SG,P,GPI}

P(Gh,Go) EM GI(Gh, Go)
P(G1,Gs) EM? FT(Gy, Ga)
GI(G1,G2) A FT(Gy,Ga) EM? P(Gy, Ga)
GPI(G1,Ga) EM GP(Gy, Gs)
SG(G1,Ga) EM FT(G1, Ga)
SG(G1,Gs) EM? GI(Ga, Gh)
GI(G1,Gs) A SG(Gh,Ga) EM SE(G1,Go)
Gi1~Ga NGy~ Gs EMY Gy~ Gs
EMA GG
G1~ Gy EM? Gy = Gy

A SE(G1,G2) EM? R(G1, Ga)

Re{GI,FT,SG,P,CB}
G1~ Gy EM? SE(G1,Ga)
R(G1,G2) A SE(G1,Gs) EM? R(Gs, Ga)
R(G1,G2) A SE(Ga,G3) EM™ R(Gy, G3)

Figure 5: Semantics of temporal relationships

23

(I=1)
(I=2)
(trans=2)
(riflx)
(simm~)

(E~)

(monl)

(mon2)

(trans)

(refl)

(symmSE)

(antisymm)

(EP1)
(EP2)
IP)
(IGP)
(ESG1)
(ESG2)
(ISE)
(trans=e)
(rifl~)
(simm~)

(ESE)

(E~)
(monl)

(mon2)



QR(stG,stH) E QR'(stG, stH) where R(G, H) = R (G, H) (space)

A WWR(stG, stH) £ QR(stG, stH) (allall)
Qe{vv,v3,3v,33}
/\  V3R(stG,stH) F QR(stG, stH) (allexists)
Qe{v3,33}
/\  3YR(stG,stH) F QR(stG, stH) (existsall)
Qe{3v,33}

WR(stG, stH) A stG' = (tG', stG.E) A GI(stG.tG,tG') E WR(stG',stH)  (rell)

WR(stG, stH) A stG' = (tG', stG.E) A SG(stGtG,tG") F IVR(stG', stH)  (rel2)
WR(stG,stH) A stG' = (tG', stG.E) A FT(stG.tG,tG") E 33R(stG’, stH)  (rel3)
V3R(stG,stH) A stG' = (tG', stG.E) A GI(stG.tG,tG") E VIAR(stG', stH)  (reld)

<

L
=

VR(stG, stH) A stG' = (tG', stG.E) A SG(stG.tG,tG") = IVR(stG', stH)  (rel7)
JR(stG, stH) A stG’ = (tG', stG.E) A FT(stG.tG,tG") E I3R(stG’', stH)  (rel8)
WR(stG, stH) A stG' = (tG', stG.E) A GI(tG', stGtG) F IVR(stG',stH)  (rel9)
WR(stG, stH) A stG' = (G, stG.E) A FT(tG', stG.tG) E WR(stG',stH) (rell0)
VAR(stG, stH) A stG’ = (tG', stG.E) A GI(tG', stG.tG) E FAR(stG', stH)  (relll)
V3R(stG,stH) A stG' = (tG', stG.E) A SG(tG', stG.tG) E VAR(stG',stH) (rell12)
IVR(stG, stH) A stG/ tG’', stG.E) A GI(tG', stG1G) E EIVR(stG stH) (rell3)
I3R(stG, stH) ) ( ) E33R( ) (rell4)

L

) )

VR(stG, stH) A stG' = (tG', stG.E) A FT(stG.tG,tG") £ 3AR(stG’, st (rel6)
) )
) )

L

)
)
)
)
JR(stG, stH) A stG’ = (tG', stG.E) A FT(stG.tG,tG") E 3I3R(stG’, stH)  (rel5)
)
)
)
)

(
{ &, stG1G

A stG tG, stG.EY A GI

Figure 6: Semantics of spatio-temporal relationships. First part.
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B Inference Rules for Spatial Relationships

R(G1,G2) ?(G1, G2) R(G1,G2) 2(G1,G2)
Groupslnto v GroupslInto -
FinerThan - FinerThan -
Subgranularity  x Subgranularity -
GroupsInto Partition - CoveredBy | Partition -
CoveredBy - CoveredBy v
Disjoint X Disjoint X
Overlap X Overlap X
GroupsInto - GroupsInto X
FinerThan v FinerThan X
Subgranularity - Subgranularity X
FinerThan Partition - Disjoint Partition X
CoveredBy v CoveredBy X
Disjoint X Disjoint v
Overlap X Overlap X
GroupsInto X GroupsInto X
FinerThan v FinerThan X
Subgranularity v Subgranularity = x
Subgranularity | Partition X Overlap Partition X
CoveredBy v CoveredBy X
Disjoint X Disjoint X
Overlap X Overlap v
GroupsInto v
FinerThan v
Subgranularity  x
Partition Partition v
CoveredBy v
Disjoint X
Overlap X

27

Table 1: —\G1 ~ G2 A R(Gl, Gg) F?(Gl, GQ)




R(G1,G2) (G2, Gy) R(G1,G3) (G2, GY)
Groupslnto X GroupsInto -
FinerThan - FinerThan -
Subgranularity - Subgranularity
GroupsInto Partition X CoveredBy | Partition -
CoveredBy v CoveredBy -
Disjoint X Disjoint X
Overlap X Overlap X
Groupslnto - GroupsInto X
FinerThan X FinerThan X
Subgranularity — x Subgranularity — x
FinerThan Partition X Disjoint Partition X
CoveredBy - CoveredBy X
Disjoint X Disjoint v
Overlap X Overlap X
GroupsInto v GroupsInto X
FinerThan X FinerThan X
Subgranularity X Subgranularity X
Subgranularity | Partition X Overlap Partition X
CoveredBy X CoveredBy X
Disjoint X Disjoint X
Overlap X Overlap v
GroupsInto X
FinerThan -
Subgranularity x
Partition Partition X
CoveredBy v
Disjoint X
Overlap X

Table 2: —‘Gl ~ G2 A\ R(Gl, GQ) FF’(GQ, Gl)




Rl(Gl,GQ) RQ(Gl,Gg) ?(Gl,GQ)
FinerThan See Partition in Table 1
Subgranularity | G; = G
Groupsinto Partition See Partition in Table 1 '
CoveredBy See GroupsInto+CoveredBy in Table 1
Disjoint Impossible
Overlap Impossible
GroupsInto See Partition in Table 1
Subgranularity | See Subgranularity in Table 1
FinerThan Partition See meition in.Table 1
CoveredBy See FinerThan in Table 1
Disjoint Impossible
Overlap Impossible
GroupsInto G1 =Gy
FinerThan See Subgranularity in Table 1
. Partition G1 = GQ
Subgranularity CoveredBy See Subgranularity in Table 1
Disjoint Impossible
Overlap Impossible
GroupsInto See Partition in Table 1
FinerThan See Partition in Table 1
, Subgranularity | G; = G4
Partition CoveredBy See Partition in Table 1
Disjoint Impossible
Overlap Impossible
GroupsInto See GroupsInto+CoveredBy in Table 1
FinerThan See FinerThan in Table 1
Subgranularity | See Subgranularity in Table 1
CoveredBy Partition See Partition in Table 1
Disjoint Impossible
Overlap Impossible
GroupsInto Impossible
FinerThan Impossible
. . Subgranularity | Impossible
Disjoint Partition Impossible
CoveredBy Impossible
Overlap Impossible
GroupsInto Impossible
FinerThan Impossible
Subgranularity | Impossible
Overlap Partition Impossible
CoveredBy Impossible
Disjoint Impossible

Table 3: =G ~ G5 A Rl(Gl, Gg) A RQ(Gl, GQ) "7(G1, GQ)
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C Inference Rules for Temporal Relationships

R(G1,G2) ?2(G1,G2)
GroupsInto v
FinerThan -
GroupsInto Subgranularity X
Partition -
GroupsPeriodInto -
GroupsInto -
FinerThan v
FinerThan Subgranularity -
Partition -
GroupsPeriodInto -
GroupsInto
FinerThan
Subgranularity Subgranularity
Partition
GroupsPeriodInto
GroupsInto
FinerThan
Partition Subgranularity
Partition
GroupsPeriodInto
GroupsInto
FinerThan
GroupsPeriodInto | Subgranularity x
Partition -
GroupsPeriodInto v/

A NN R RN NS

AN

Table 8: -G ~ G4 A R(Gl, Gz) }_7(G1, Gz)

34



R(G1,G2)

?(G2, Gh)

GroupsInto

Groupslnto X
FinerThan -
Subgranularity -
Partition

GroupsPeriodInto

X X

FinerThan

GroupsInto
FinerThan
Subgranularity
Partition
GroupsPeriodInto

X X X

Subgranularity

GroupsInto
FinerThan
Subgranularity
Partition
GroupsPeriodInto

X X X N[0

Partition

Groupslnto
FinerThan
Subgranularity
Partition
GroupsPeriodInto

GroupsPeriodInto

X|X X X X X

GroupsInto
FinerThan -
Subgranularity -
Partition X
GroupsPeriodInto X

Table 9: =G ~ G5 A R(Gl, Gg) l—?(Gg, Gl)

R:1(G1,G2) R2(G1, G2) ?(G1, G2)
FinerThan See Partition in Table 8
Subgranularity Gi1=Go
GroupslInto Partition See Partition in Table 8
GroupsPeriodInto | See GroupsPeriodInto in Table 8
GroupsInto See Partition in Table 8
. Subgranularity See SubGranularity in Table 8
FinerThan Partition See Partition in Table 8
GroupsPeriodInto | See GroupsPeriodInto+Partition in Table 8
GroupsInto Gi1=Go
Subgranularity FinerThan See SubGranularity in Table 8
Partition G1 =Gs
GroupsPeriodInto | G1 = G2
GroupsInto See Partition in Table 8
Partition FinerThan See Partition in Table 8
Subgranularity G1 =Gy
GroupsPeriodInto | See GroupsPeriodInto+Partition in Table 8
GroupsInto See GroupsPeriodInto in Table 8
GroupsPeriodInto FinerThan See GroupsPeriodInto+Partition in Table 8
Subgranularity Gi1=Go
Partition See GroupsPeriodInto+Partition in Table 8

Table 10: -G ~ G2 A Rl(Gl, GQ) N RQ(Gl, Gz) F?(Gh Gg)
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D Inference Rules for Spatio-temporal Relationships

S(tG,tG")
Q ~ GroupsInto | FinerThan | SubGranul. | Partition | GroupsPeriodInto
WV W v v - W - WV W v
W vl v | V3 v V3 - V3 - vl v | V3 v
v v | v v - v v v v |V v
33 v | 33 v 33 v 33 v 33 v | 33 v
W | W - vV - v - wooo- | W -
v3 v3 v | V3 v V3 - V3 - vi v | vd v
Iy - | IV - v - av - - v -
33 v | 33 v 33 v 33 v 43 v | 33 v
W | W - vV - v - wWooo- | W -
v va - | v3 - v3 - v3 - v3 - | V3 -
v v | I - v - v v ELA Eid -
33 v | 33 - 33 v 33 v 33 v | 33 -
W | W - v - W - wWooo- | W -
1 v3 - | v3 - V3 - V3 - v3 - | V3 -
I - | - v - v - v - v -
33 v | 33 - 33 v 33 v 33 v | 33 -
Table 14: QR(stG, stH) A S(tG,tG") F?R(stG’, stH)
S{tG' Q)
Q ~ GroupsInto | FinerThan | SubGranul. | Partition | GroupsPeriodInto
WV oW - v v v v WV | W -
W vl v | V3 - V3 v V3 v vl v | V3 -
v v |V v v v v v v v | v
33 v | 33 v 33 v 33 v 43 v | 33 v
W | W - vV - v - W= | W -
v3 vd v | vd - V3 - V3 v v3 - | V3 -
I - | IV - v - av - v - B\ -
33 v | 33 v 33 - 33 v 43 v | 33 v
W | W - vV - v - wWooo- | W -
v v3 - | V3 - V3 - V3 - v3 - | V3 -
v v | v v - v - v v | v
33 v | 33 v 33 - 33 - 93 v | 33 v
W | W - v - v - wWooo- | W -
EE v3 - | V3 - V3 - V3 - v3 - | V3 -
v - | - v - v - - v -
33 v | 33 v 33 - 33 - 33 v | 33
Table 15: QR(stG, stH) A S(tG',tQ) F?R(stG’, stH)
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S(G Q)
Q ~ GroupsInto | FinerThan | SubGranul. | Partition | GroupsPeriodInto
WV W v W - wW - WV W v
W vl v | V3 v V4 - V3 - v v | v3 v
v v |V v v - v v v v |V v
33 v | 33 v 33 v 34 v i3 v | 33 v
woo- | W - v - A4 - W - W -
v3 vad v | V3 v V4 - V3 - v v | vd v
v - |V - v - v - v - v -
33 v | 33 v 33 v 33 v i3 v | 33 v
woo- | W - v - wW - v - W -
eV vd - | V3 - V4 - V3 - v4 - v3 -
v v |V - v - v v v - v -
33 v | 33 v 33 v 33 v i3 v | 33 v
wWoo- W - W - wW - wW - wW -
=E vd - | V3 - V4 - V3 - V4 - v3 -
v - | IV - v - v - v - v -
33 v | 33 v 33 v 33 v 33 v | 33 v
Table 16: QR(stG, stH) A S(tG,tH) F?R/(stH, stG). R’ is such that R(sG, sH) F
R'(sH, sG)
Q| & ?
W | WER”, where R(C, H) AR'(G, H) F B'(G, H)
W V3 | VAR, where R(G,H) AN R'(G,H) - R"(G,H)
v | IVR", where R(G,H) AR'(G,H) - R"(G, H)
33 | 33R”, where R(G,H) AR'(G,H) - R"(G, H)
W | V3R"”, where R(G,H) AN R'(G,H) + R"(G, H)
va | X
v | 33R”, where R(G,H) AR'(G,H) - R"(G, H)
EE| -
W | IVR”, where R(G, H) A R(G, H) - R'(C, H)
T v3 | 33R", where R(G,H) NR'(G,H) + R"(G,H)
v -
34 -
W | 33R", where R(G,H) A R'(G,H) - R"(G, H)
v3 -
S E .
34 -

Table 17: QR(stG,stH) A Q'R/(stG,stH) F?R"(stG,stH).

R(sG,sH) N R'(sG,sH) + R"(sG,sH)
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Q/
@ YW v3 | 3v | 33
WiV Vv|Vv |V
v | v - v -
| v |V - -
43| v - - -

Table 27: QR(stG,stH) A Q'-R(stG,stH) - L

Q1
W | 33
SERIEY
V| V3
EENRK

Table 28: QR(stG,stH) ...+ L F Q' —R(stG, stH)
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